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Very often, a baseball game comes down to a fateful decision by the manager of one of the teams: whether to attempt a steal, whether to sacrifice, whether to walk a player intentionally. In this paper, we show how to make these decisions by using a simple Markov chain model for offensive action in the game of baseball. The states of the chain correspond to the game situation, while the transition probabilities are calculated from given data on a hitter, team or league. We may calculate the expected number of runs which a team would score given which strategy the manager decides to employ. By altering the absorbing states of the chain, we may also calculate the probability that at least one run scores given the manager's strategy. (Received September 26, 2005)

