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In this talk, we discuss new conditions that guarantee existence of stationary optimal policies under the infinite hori-

zon discounted cost and average cost criteria. We show that the discounted cost optimal values and policies converge

(along a subsequence) to those in the average cost case. Since the conditions allow for non-compact action sets and

weakly continuous transition probabilities, prime candidates for application of these results are several inventory control

problems. (Received September 25, 2006)
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