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The totally non-negative least squares problem is

min
x≥0

1

2
‖Ax − b‖2

2 ,

where all of A’s elements are non-negative; all of b’s elements are strictly positive; and A is full rank, has more rows than

columns, and has no zero rows. This constrained convex optimization problem arises in many applications. For some,

the problem can be so large that it is impractical to compute any matrix inverses. Therefore, this paper concentrates on

algorithms for the above problem that only require scalar arithmetic and matrix-vector multiplication.

In particular, the algorithm introduced by Merritt and Zhang, 2005, is shown here via numerical experiment to out-

perform other interior point gradient methods and an instance of the class of algorithms proposed in Auslender and

Teboulle, 2006. The results are dramatic enough to suggest that Merritt and Zhang’s algorithm may have a convergence

rate superior to any known for this problem (under the restriction cited above). Therefore, this paper also discusses the

authors’ efforts and results concerning convergence rates for this algorithm.
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