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We will discuss the large deviation principle for M–estimators (and maximum likelihood estimators in particular).

Under certain smooth conditions mle’s satisfy the large deviation principle with speed n and rate function Iθ(t) :=

− infλ∈�d ln Eθ[exp (λ′∇t ln f(X, t))], where {f(x, t) : t ∈ Θ} is a family of pdf’s, Θ ⊂ �d and ∇ denotes the gradient.

In the case of full exponential families, this expression agrees with the Kullback–Leibler information between f(·, t) and

f(·, θ). However, for location or scale families this rate function is smaller than Kullback–Leibler information number. We

apply our results to obtain confidence regions of minimum size whose coverage probability converges to one exponentially.

In the case of full exponential families, the constructed confidence regions agree with the ones obtained by inverting the

likelihood ratio test with a simple null hypothesis. (Received December 28, 2004)
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