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Mathematical and statistical models often contain model parameters that need to be estimated from data. Many esti-

mation techniques require that a model satisfy certain structural properties. For example, parameter identifiability is a

necessary condition for the consistency of the maximum likelihood estimator. A parameter is identifiable if there is a

one-to-one correspondence between parameter values and density functions. It is also desirable that a parameter be es-

timable. A parameter is estimable if the maximum likelihood estimator yields a unique result (i.e., the likelihood function

has a unique mode). The method of data cloning has been proposed as a way to diagnose structural deficiencies—such

as non-identifiability and inestimability—in a model. However, the data cloning literature seems to conflate the concepts

of identifiability and estimability. In this paper, we seek to clarify exactly what data cloning diagnoses by upholding the

distinction between identifiability and estimability. Once these issues are made clear, we consider several examples in

which data cloning can be misleading in practice. (Received September 22, 2015)
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