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Introduction

The Fifth International Meeting on DNA Based Computers was held at MIT June 14-15, 1999 and presented papers that explored two distinct styles of DNA computing:

1. DNA computing based on combinatorial search, where randomly created DNA strands are used to encode potential solutions to a problem, and constraints induced by the problem are used to identify DNA strands that are solution witnesses.

2. DNA computing based on finite-state machines, where the state of a computation is encoded in DNA, which controls the biochemical steps that advance the DNA-based machine from state to state.

Early results in DNA computing focused on idealized combinatorial search. The first result by Leonard Adleman in *Science* titled “Molecular Computation of Solutions to Combinatorial Problems” showed how to solve a small instance of the directed hamiltonian path problem. Pure combinatorial search proposes to use exponential amounts of DNA instead of the exponential amount of time used by traditional approaches. Lipton, Boneh, and colleagues presented molecular algorithms for solving formula and circuit satisfiability problems, and several other groups showed that universal Turing machines can be simulated in parallel, with a single DNA molecule encoding the tape and head state of each machine. However, despite some very real experimental advances, laboratory demonstrations of DNA computing are still firmly in Toyland. The question on everyone’s mind during the meeting was, “Can we get out of Toyland?”

The meeting was organized into four half-day sessions: Satisfying Experiments, Design and Simulation, Self-Assembly and Nanomachines, and Theoretical Perspectives. After each session, a panel discussion was held to bring into the open questions about where the research is going and what needs to be done next.

The first session opened with three back-to-back talks each describing the successful solution of a small Formula Satisfiability problem using a different technique. The paper by Dirk Faulhammer, Anthony Cukras, Richard Lipton, and Laura Landweber describes their work using RNA. The Princeton group’s work is notable not only because it is the largest SAT problem yet attempted, with 9 input variables, but perhaps more importantly because they have made a considerable effort to characterize the error rates and error mechanisms in individual reactions.

Hiroshi Yoshida and Akira Suyama describe their work developing methods for solving 3-SAT by breadth-first search. The University of Tokyo researchers’ goal is to find more efficient algorithms than the ‘classical’ brute-force approach
wherein all possible solutions are generated and tested. In the breadth-first algorithm, solutions are constructed recursively, first finding all 1-variable solutions, then expanding those to all 2-variable solutions, and so forth. Empirical trials of the algorithm suggest that the number of different DNA strands required for ‘typical’ problems scales as $2^\frac{3}{5}$ instead of $2^n$ – a dramatic improvement (but not uncommon in computer science) that leads the authors to think that 100-variable problems might be solved by this method. It remains an open question whether the most difficult 3-SAT problems will succumb to the breadth-first approach, and whether breadth-first algorithms for formula-SAT or circuit-SAT can be devised. The algorithm presented here is particularly elegant, with all key steps experimentally prototyped on a 4-variable formula; importantly, error rates were also measured.

The talk by Liman Wang described the Wisconsin group’s recent success doing DNA computing on surfaces. Their effort works to bring to DNA computing the lesson of automated DNA synthesis: that it is easy to subject a population of DNA strands to a sequence of chemical reagents when the DNA is attached to a solid support. They have now developed the technology to fully implement their algorithm on a 4-variable 3-SAT problem. An ancillary, but also important, accomplishment of the Wisconsin group is that, at least for small problems, DNA chips can be used to read-out the entire set of DNA sequences at any point in the algorithm, allowing them to measure the sequence-dependence of error rates – knowledge that will be critical for scaling up all DNA computing approaches. Unfortunately, their paper will not appear in this volume.

The discussion panel brought up many tough questions about the feasibility of solving significant SAT problems with DNA. A critical question, if SAT is to remain a major target for DNA based computers, is whether there are any problems in the size range DNA based computers might be able to solve that would pose any real difficulty for electronic computers. It was pointed out that modern heuristic algorithms such as Walk-SAT can routinely solve “typical” thousand-variable 3-SAT problems as well as the hardest randomly-generated 250-variable problems, and there are other 3-SAT algorithms for which $O(1.61^n)$ bounds have been proved. But are there any hard 100 variable problems, of the scale that DNA computers can potentially handle?

Going one step beyond Yoshida and Suyama on the road from rigorous algorithms to heuristics, Junghuei Chen, Eugene Antipov, Bertrand Lemieux, Walter Cedeño, and David Wood described preliminary results applying the logic of evolutionary computation to DNA-based computation. Although their experimental protocol is designed to solve a trivially simple problem, it is one that has been the subject of many theoretical studies of genetic algorithm performance. It will be interesting, in the future, to experimentally evaluate the effectiveness of genetic algorithms on large DNA population. It would be a welcome turn of events if the synthesis of evolutionary computation and DNA based computers also leads to better ways to evaluate the effectiveness of traditional in-vitro evolution and finds methods to improve them.

As hinted above, understanding and controlling error rates are central to solving large problems with DNA based computers. If at each step, a strand has even a 10% chance of being misprocessed or accidentally destroyed, after just 100 steps only 1 in 40,000 strands will have been processed correctly. Addressing this issue, Kevin Chen and Erik Winfree analyzed error-correcting algorithms for both separation errors and for strand loss errors, presuming that sequence independence
INTRODUCTION

of error rates can be achieved by biochemical means. However, errors are not the only potential bottleneck to scaling up DNA based computations to significant problems. The limiting factors could equally well be time if many steps are required, or strand length, or test tube complexity. It behooves us to figure out which are the critical bottlenecks. New implementations that allow more computation to occur in a single test tube, such as the use of liposomes to compartmentalize reactions as proposed by Brian Bloom and Carter Bancroft or the self-assembly approaches mentioned below, may make applications to larger problem instances feasible. Overall, things look pretty good. I will even venture to bet that a 20-variable SAT problem will be solved within the year. However, we are still very far from doing solid engineering, where we built systems with reliable performance by using well-characterized components; we do not yet have the intellectual framework for characterizing and predicting the behavior of molecular systems to the required level of accuracy.

To make matters more complicated, the set of available molecular tools is ever increasing. In a captivating invited talk, Eric Kool described three molecular technologies he has been developing. Closest to the atomic scale is a new pair of artificial DNA “bases” that can be incorporated by DNA polymerases. They are remarkable because one is essentially nothing (an abasic site) and the side group on the other is a large four-benzene-ring structure, pyrene, and thus specificity is not mediated by hydrogen bonds. At a slightly larger scale are activated DNA oligonucleotides, with modified 3’ and 5’ ends, that can easily be ligated without the need for enzymes or special reagents. His last example made novel use of an enzyme by asking RNA polymerase to transcribe from small circular oligonucleotides — somewhat like teaching an elephant to balance on a circus ball. Indeed, in this reaction, “rolling circle transcription,” the polymerase will go around and around the template, producing long transcripts — which, if they contain the appropriate ribozyme motif, in turn can self-cleave to produce a well-defined product.

The second session on Design and Simulation focussed on how to design DNA computers within the limits set by physics. The paper by Allen Mills, Bernard Yurke, and Phil Platzman describes how parallel DNA hybridization reactions could implement vector algebra operations, including neural networks. After analysing the cycle time and statistical limits for this form of computation, he concluded that vector spaces as large as $10^7$ dimensions are conceivable. An unsolved problem is how to find a set of $10^7$ oligonucleotides with no or very little cross-hybridization. Amit Marathe and Anne Condon addressed this problem by defining several criteria related to cross-hybridization, and finding bounds on the size of sets of strings that satisfy the criteria. Max Garzon, Russell Deaton, John Rose, and Donald Franceschetti discuss a different set of criteria for the same problem, which have been implemented in the software package Edna. Masahito Yamamoto et al. have their own criteria for designing non-interacting DNA sequences; their work is notable for having an experimental investigation of the sequences they designed. Alexander Hartemink, Tarjei Mikkelsen, and David Gifford describe modular software for simulating biological reactions; sub-modules include prediction of hybridization and the action of enzymes such as polymerase and ligase. The package has been used to predict the products of the PCR-based unary counter that their laboratory has been investigating experimentally. Such a tool can be useful not only for prediction, but also for identifying hypotheses for unexpected experimental results.
Panel discussion identified several challenges for simulation and design software. The first is how to assess validity and scope — that is, how to compare the simulation results to real experiments and understand the limits for accurate prediction of new experiments. There was discussion of what the fundamental data structures should be for such as simulation; should modeling be done at an abstract logical level, at a quantitative thermodynamic level, at the atomic or quantum level, or do all these levels of abstractions need to be combined to accurately model molecular systems? As a practical matter, there was general agreement that algorithms and code should be made available on the Web, to promote communication between labs; it is a bit frustrating that every lab has their own DNA design criteria, and no one can convincingly argue that one is unambiguously better than another.

The third session on Self-Assembly and Nanomachines explored some alternative approaches to and alternative uses for molecular computation. Thomas LaBean, Erik Winfree, and John Reif report experimental progress toward implementing the String Tile model, which holds promise using a single self-assembly reaction to construct a molecular lookup table for addition. Michail Lagoudakis and Thomas LaBean give a theoretical example of performing more complex computations by 2D self-assembly: they show how to construct a set of tiles that solve the satisfiability problem in a single self-assembly reaction. Takashi Yokomori proposes a new model of computation that involves a particularly simple experimental reaction: the self-assembly of linear chains of pre-formed components, followed by melting and re-hybridization into a low-energy structure. Remarkably, this model is Turing universal.

Andrew Turberfield, Bernard Yurke, and Allen Mills describe a series of fiendishly clever, yet remarkably simple, experiments where DNA oligonucleotides are used as catalysts to control the hybridization of other DNA molecules. This careful and quantitative work is sure to serve as the groundwork for more elaborate DNA mechanisms. In fact, the group have already constructed their first “machine”, a jointed DNA molecule that can be opened and closed like tweezers. A paper by Michael Robertson, Jay Hesselberth, Colin Cox, and Andrew Ellington describes the group’s work using in vitro evolution and rational modification to discover ribozymes that can ligate DNA under control of a complex switch that can depend on, so far, up to three inputs, such as a DNA oligonucleotide, adenosine, and theophylline. Combining these switches into interacting molecular systems will be a fascinating endeavour.

It is interesting to speculate on where this work is going. DNA and RNA can perform logical computations during self-assembly; it can catalyze and perform mechanical work on other DNA molecules; it can undergo conformational switching in response to effector molecules; it can catalyze chemical reactions; are these not sufficient building blocks for constructing arbitrarily sophisticated biochemical systems and molecular devices? Might we be creating a “DNA world” as a stage in molecular engineering, regardless of whether such a stage existed in the evolution of life on Earth? These were all topics of the panel discussion.

What theoretical constructs will be necessary for molecular computation and complex biochemical systems? What theoretical goals can help use guide experimental investigations into promising areas? This was the topic of the fourth and final session, Theoretical Perspectives. The paper by Andrzej Ehrenfeucht, Hendrik Jan Hoogeboom, Grzegorz Rozenberg, and Nikè van Vugt gives an elegant mathematical analysis of sets generated by simultaneous enforcing and
forbidding conditions. An advantage of this formalism is that it does not depend explicitly on the order of elementary events – a key property for describing molecular systems where reactions occur asynchronously. Lila Kari and Laura Landweber ask whether concepts from computer science can help us understand biological phenomena, such as the mysterious gene unscrambling found in single-cell ciliates. Gheorghe Păun and Takashi Yokomori present new results for a family of models inspired after the subcellular compartments found in Eukaryotic cells. Going ever smaller, Ehud Shapiro presented his model of computation in which a hypothetical holoenzyme – like the ribosome but tailored for computation – acts on a DNA-like polymer to simulate a Turing Machine, possibly producing molecules as output. His paper will appear elsewhere. The paper by Ashish Gehani, Thomas Labeau, and John Reif analyses a new and unexpected direction for DNA-based cryptography: rather than try to break electronic cryptosystems, use DNA to encrypt and transmit secret messages. It seems there is no shortage of surprises in the molecular world.

During the panel discussion it was noted that in fields such as computer science and quantum physics, theory precedes experiment, which only goes so far as to find a way to obtain what the theory predicts; whereas in fields such as biology and solid-state physics, experiment precedes theory, which only manages to put the pieces together and explain them in a more understandable form. So far, DNA based computing has been driven by theory. But it is quite possible, as unexpected molecular computing components are discovered, as continually occurs in Ellington’s lab, that the reverse trend will become dominant.

So, the future of DNA computing looks bright. But don’t reach for your sunglasses. It is still before the dawn, and in the dark shadows I just stubbed my toe on something.

Erik Winfree
David Gifford
Organizers & Editors
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