Polyhedral and Semidefinite Programming Methods in Combinatorial Optimization

Levent Tunçel

American Mathematical Society

The Fields Institute for Research in Mathematical Sciences
Polyhedral and Semidefinite Programming Methods in Combinatorial Optimization
Polyhedral and Semidefinite Programming Methods in Combinatorial Optimization

Levent Tunçel
The Fields Institute for Research in Mathematical Sciences

The Fields Institute is a center for mathematical research, located in Toronto, Canada. Our mission is to provide a supportive and stimulating environment for mathematics research, innovation and education. The Institute is supported by the Ontario Ministry of Training, Colleges and Universities, the Natural Sciences and Engineering Research Council of Canada, and seven Ontario universities (Carleton, McMaster, Ottawa, Toronto, Waterloo, Western Ontario, and York). In addition there are several affiliated universities in both Canada and the United States, and five Corporate Affiliate Members (Algorithmics, General Motors, QWeMA Group Inc., R2 Financial Technologies Inc., and Sigma Analysis and Management).

Fields Institute Editorial Board: Carl R. Riehm (Managing Editor), Edward Bierstone (Director of the Institute), Matthias Neufang (Deputy Director of the Institute), James G. Arthur (Toronto), Kenneth R. Davidson (Waterloo), Lisa Jeffrey (Toronto), Barbara Lee Keyfitz (Ohio State), Thomas S. Salisbury (York), Noriko Yui (Queen’s).

2010 Mathematics Subject Classification. Primary 90C22, 90C27, 15A39, 52A41, 65Y20, 05C69, 90C05, 90C25, 90C51, 68Q25.

For additional information and updates on this book, visit www.ams.org/bookpages/fim-27

Library of Congress Cataloging-in-Publication Data
Tunçel, Levent, 1965–
Polyhedral and semidefinite programming methods in combinatorial optimization / Levent Tunçel.
p. cm. — (Fields Institute monographs ; 27)
Includes bibliographical references and index.
ISBN 978-0-8218-3352-0 (alk. paper)
QA402.5.T86 2010
519.7—dc22
2010031316


Copying and reprinting. Individual readers of this publication, and nonprofit libraries acting for them, are permitted to make fair use of the material, such as to copy select pages for use in teaching or research. Permission is granted to quote brief passages from this publication in reviews, provided the customary acknowledgment of the source is given.

Republication, systematic copying, or multiple reproduction of any material in this publication is permitted only under license from the American Mathematical Society. Permissions to reuse portions of AMS publication content are handled by Copyright Clearance Center’s RightsLink® service. For more information, please visit: http://www.ams.org/rightslink.

Send requests for translation rights and licensed reprints to reprint-permission@ams.org.

Excluded from these provisions is material for which the author holds copyright. In such cases, requests for permission to reuse or reprint material should be addressed directly to the author(s). Copyright ownership is indicated on the copyright page, or on the lower right-hand corner of the first page of each article within proceedings volumes.

© 2010 by the American Mathematical Society. All rights reserved.
The American Mathematical Society retains all rights except those granted to the United States Government.
Printed in the United States of America.

The paper used in this book is acid-free and falls within the guidelines established to ensure permanence and durability.

This publication was prepared by the Fields Institute.
http://www.fields.utoronto.ca
Visit the AMS home page at http://www.ams.org/

10 9 8 7 6 5 4 3 2 1   21 20 19 18 17 16
## Contents

Preface ix

Chapter 1. Introduction 1
1.1. Linear Programming 1
1.2. Semidefinite Programming 9
1.3. Fundamentals of Polyhedral Theory 19
1.4. Further Bibliographical Notes 25

Chapter 2. Duality Theory 27
2.1. Dual Cones 27
2.2. Polars of (Compact) Sets 28
2.3. Conjugates of (Convex) Functions 28
2.4. A Strong Duality Theorem via the Hahn-Banach Theorem 29
2.5. Linear Consequences, Proving Unboundedness, Strong Infeasibility Certificates 36
2.6. Slater Condition, Borwein-Wolkowicz approach 39
2.7. When does the Slater Condition Hold in SDP Relaxations? 43
2.8. Bibliographical Notes 50

Chapter 3. Ellipsoid Method 53
3.1. Ingredients: Separation Oracles, Inscribed and Circumscribed Ellipsoids 54
3.2. Complexity Analysis 57
3.3. Applications to SDP Problems 58
3.4. Applications to Combinatorial Optimization Problems 59
3.5. Equivalence of Separation and Optimization 60
3.6. Bibliographical Notes 61

Chapter 4. Primal-Dual Interior-Point Methods 63
4.1. Central Path 65
4.2. Primal-Dual Potential Function 67
4.3. Algorithm and Computational Complexity Analysis 68
4.4. Auxiliary Self-Dual Problems 78
4.5. Infeasible-Start Algorithms 79
4.6. Other Interior-Point Algorithms, General Remarks 80
4.7. Further Bibliographical Notes 80

Chapter 5. Approximation Algorithms Based on SDP 83
5.1. MAX CUT, Goemans-Williamson Analysis 84
5.2. Karloff’s Worst-Case Analysis 90
Chapter 6. Geometric Representations of Graphs 105
   6.1. \( L_1 \) embeddability 105
   6.2. Approximating the Sparsest Cuts via SDP 106
   6.3. Unit Distance Representations of Graphs 109
   6.4. Hypersphere Representations of Graphs 115
   6.5. Orthonormal Representations of Graphs 116
   6.6. Products of Graphs, Kronecker Products 122
   6.7. Stable Set Problem and Shannon Capacity 123
   6.8. Realizability of Graphs 126
   6.9. Bibliographical Notes 126

Chapter 7. Lift-and-Project Procedures for Combinatorial Optimization Problems 129
   7.1. Lovász-Schrijver Procedures 131
   7.2. Balas-Ceria-Cornuéjols Procedure 135
   7.3. Sherali-Adams (Reformulation-Linearization) Procedure 136
   7.4. Optimization over Subset Lattices Interpretation 138
   7.5. Bibliographical Notes 141

Chapter 8. Lift-and-Project Ranks for Combinatorial Optimization 143
   8.1. Lower Bounds on the \( N_0 \)-Rank, \( N \)-Rank and \( N_1 \)-Rank 144
   8.2. Matching Polytope and the Related Polyhedra 147
   8.3. Stable Set Problem and Graph Ranks 152
   8.4. Graph Ranks for Max Cut 160
   8.5. TSP Polytope 161
   8.6. Bibliographical Notes 161

Chapter 9. Successive Convex Relaxation Methods 165
   9.1. Fundamental Framework 166
   9.2. Discretized/Localized Method 172
   9.3. Finite Convergence 173
   9.4. Complexity Analysis 173
   9.5. Applications to Systems of Polynomial Inequalities 175
   9.6. Bibliographical Notes 175

Chapter 10. Connections to Other Areas of Mathematics 177

Chapter 11. An Application to Discrepancy Theory 183
   11.1. Introduction to Discrepancy Theory via Optimization 183
   11.2. Lovász-Sós' Approach to Roth’s Theorem 184
   11.3. Lovász’ SDP Approach to Roth’s Theorem 185
   11.4. A Primal-Dual SDP Approach to Roth’s Theorem 188
   11.5. Bibliographical Notes 188

Chapter 12. SDP Representability 189
   12.1. Functions whose Epigraphs are SDP Representable 189
   12.2. Generalized Epigraphs with respect to a Cone 199
## Contents

12.3. Representing Convex Cones as Feasible Regions of SDP Problems  200  
12.4. Bibliographical Notes  202  

Bibliography  203  

Index  217
Preface

Since the early 1960’s, polyhedral methods have had a central role to play in both the theory and practice of combinatorial optimization. Since the early 1990’s, a new technique, semidefinite programming, has been increasingly applied to some combinatorial optimization problems. The semidefinite programming problem is the problem of optimizing a linear function of matrix variables, subject to finitely many linear inequalities and the positive semidefiniteness condition on some of the matrix variables. On certain problems, such as maximum cut, maximum satisfiability, maximum stable set and geometric representations of graphs, semidefinite programming techniques yield important, new results. In this monograph, we provide the necessary background to work with semidefinite optimization techniques, usually by drawing parallels to the development of polyhedral techniques and with a special focus on combinatorial optimization, graph theory and lift-and-project methods.

The core of this monograph is based on ten lectures given at the Fields Institute during the academic term Fall-1999. This activity was a part of a special year of activities at the Fields Institute under the heading Graph Theory and Combinatorial Optimization. During the terms Fall-2001, Fall-2003, Spring-2005, Spring-2006, Spring-2007 as well as Fall-2008, I gave a course entitled Semidefinite Optimization at the Department of Combinatorics and Optimization, Faculty of Mathematics, University of Waterloo. During the course, I used and expanded some of the material from my Fields Institute lectures. These lecture notes and the handouts that I prepared evolved to the current monograph.

As prerequisites for this monograph, a solid background in mathematics at the undergraduate level and some exposure to linear optimization are required. Some familiarity with computational complexity theory and the analysis of algorithms would be helpful.

The chapters are exactly in the same order as the lectures. The first chapter familiarizes the audience with the basic concepts, notation, and lays down some theory to motivate the focus of the monograph, sometimes by way of analogy to the mainstream polyhedral approaches. Duality theory is paramount. As a result, instead of continuing with the material in Chapter 12 (which covers some examples of convex sets that can be represented as the feasible regions of Semidefinite Optimization problems) which would be the right way to go for an application-oriented audience, I took a risk and chose to cover duality theory as early as possible (Chapter 2). Then comes the theory of algorithms for convex optimization (Chapters 3 and 4). In Chapter 3, I give a quick overview of the Ellipsoid Method and in Chapter 4, I go through the theory of interior-point methods, with a focus on symmetric, primal-dual algorithms. This portion of the monograph (Chapters 1–4)
aims to establish rigorously most of the fundamental tools needed for Semidefinite Optimization. Chapters 5 and 6 cover various impressive results in Combinatorial Optimization. Chapter 8 covers some of the basic techniques to analyze Lift-and-Project procedures with a special emphasis on the stable set problem. Chapter 9 considers yet further abstraction and generalization of these methods and provides the audience with some obviously interesting open questions. Chapter 12 brings the lectures to a close in a nice, straightforward way with some results in combinatorial optimization which use Semidefinite Optimization.

Chapter 7 starts moving towards more abstract approaches in combinatorial optimization. Chapter 11 is a quick application to a cute theorem in number theory.

Chapter 10. The latter chapter is a collection of pointers to various interesting results and some establishing connections to such areas. Chapter 11 is a quick application to a cute theorem in number theory.

I also thank the editor Carl de Boor for his work and patience. My research efforts were supported in part by Natural Sciences and Engineering Research Council of Canada, and by a Premier's Research Excellence Award from Waterloo, Canada. The support is gratefully acknowledged.
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Since the early 1960s, polyhedral methods have played a central role in both the theory and practice of combinatorial optimization. Since the early 1990s, a new technique, semidefinite programming, has been increasingly applied to some combinatorial optimization problems. The semidefinite programming problem is the problem of optimizing a linear function of matrix variables, subject to finitely many linear inequalities and the positive semidefinite condition on some of the matrix variables. On certain problems, such as maximum cut, maximum satisfiability, maximum stable set and geometric representations of graphs, semidefinite programming techniques yield important new results. This monograph provides the necessary background to work with semidefinite optimization techniques, usually by drawing parallels to the development of polyhedral techniques and with a special focus on combinatorial optimization, graph theory and lift-and-project methods. It allows the reader to rigorously develop the necessary knowledge, tools and skills to work in the area that is at the intersection of combinatorial optimization and semidefinite optimization.

A solid background in mathematics at the undergraduate level and some exposure to linear optimization are required. Some familiarity with computational complexity theory and the analysis of algorithms would be helpful. Readers with these prerequisites will appreciate the important open problems and exciting new directions as well as new connections to other areas in mathematical sciences that the book provides.