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About

When you publish a textbook on such a classical subject the first question you will be faced with is: Why another book on this subject? Everything started when I was supposed to give the basic course on *Ordinary Differential Equations* in Summer 2000. (At that time the course met 5 hours per week.) While there were many good books on the subject available, none of them quite fit my needs. I wanted a concise but rigorous introduction with full proofs that also covered classical topics such as Sturm–Liouville boundary value problems, differential equations in the complex domain, as well as modern aspects of the qualitative theory of differential equations. The course was continued with a second part on *Dynamical Systems and Chaos* in Winter 2000/01, and the notes were extended accordingly. Since then the manuscript has been rewritten and improved several times according to the feedback I got from students over the years when I redid the course. Moreover, since I had the notes on my homepage from the very beginning, this triggered a significant amount of feedback as well, from students who reported typos, incorrectly phrased exercises, etc., to colleagues who reported errors in proofs and made suggestions for improvements, to editors who approached me about publishing the notes. All this interest eventually resulted in a Chinese translation of an earlier version of the book. Moreover, if you google for the manuscript, you can see that it is used at several places worldwide, linked as a reference at various sites, including Wikipedia. Finally, Google Scholar will tell you that it is even cited in several publications. Hence I decided that it was time to turn it into a *real* book.
This book’s main aim is to give a self-contained introduction to the field of ordinary differential equations with emphasis on the dynamical systems point of view while still keeping an eye on classical tools as pointed out before.

The first part is what I typically cover in the introductory course for bachelor’s level students. Of course it is typically not possible to cover everything and one has to skip some of the more advanced sections. Moreover, it might also be necessary to add some material from the first chapter of the second part to meet curricular requirements.

The second part is a natural continuation beginning with planar examples (culminating in the generalized Poincaré–Bendixson theorem), continuing with the fact that things get much more complicated in three and more dimensions, and ending with the stable manifold and the Hartman–Grobman theorem.

The third and last part gives a brief introduction to chaos, focusing on two selected topics: Interval maps with the logistic map as the prime example plus the identification of homoclinic orbits as a source for chaos and the Melnikov method for perturbations of periodic orbits and for finding homoclinic orbits.

**Prerequisites**

This book requires only some basic knowledge of calculus, complex functions, and linear algebra. In addition, I have tried to show how a computer system, *Mathematica*\(^1\), can help with the investigation of differential equations. However, the course is not tied to *Mathematica* and any similar program can be used as well.

**Updates**

The AMS is hosting a Web page for this book at

http://www.ams.org/bookpages/gsm-140/

where updates, corrections, and other material may be found, including a link to material on my website:


\(^1\) *Mathematica* \(^\circledR\) is a registered trademark of Wolfram Research, Inc.
There you can also find an accompanying Mathematica notebook with the code from the text plus some additional material.
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The aim of this section is not to give a comprehensive guide to the literature, but to document the sources from which I have learned the materials and which I have used during the preparation of this text. In addition, I will point out some standard references for further reading.

Chapter 2: Initial value problems
The material in this section is, of course, standard. Classical references are Coddington and Levinson [7], Hartman [14], Hale [13], Ince [23], and Walter [44]. More modern introductions are Amann [2], Arnold [4], Hirsch, Smale, and Devaney [18], Robinson [36], Verhulst [43], and Wiggins [48].

Further uniqueness results can be found in the book by Walter [44] (see the supplement to §12). There you can also find further technical improvements, in particular, for the case alluded to in the remark after Corollary 2.6 (see the second supplement to §10).

More on Mathematica in general can be found in the standard documentation [49] and in connection with differential equations in [11] and [39].

General purpose references are the handbooks by Kamke [24] and Zwillinger [50].

Chapter 3: Linear equations
Again this material is mostly standard and the same references as those for the previous chapter apply. More information in particular on \( n \)'th order equations can be found in Coddington and Levinson [7], Hartman [14], and Ince [23].
Chapter 4: Differential equations in the complex domain
Classical references with more information on this topic include Coddington and Levinson [7], Hille [17], and Ince [23]. For a more modern point of view see Ilyashenko and Yakovenko [21]. The topics here are also closely connected with the theory of special functions. See Beals and Wong [5] for a modern introduction. For a collection of properties of special function a standard reference is the *NIST Handbook of Mathematical Functions* [30].

Chapter 5: Boundary value problems
Classical references include Coddington and Levinson [7] and Hartman [14]. A nice informal treatment (although in German) can be found in Jänich [22]. More on Hill’s equation can be found in Magnus and Winkler [28]. For a modern introduction to singular Sturm–Liouville problems, see the books by Weidmann [45], [46], my textbook [42], and the book by Levitan and Sargsjan [27]. A reference with more applications and numerical methods is by Hastings and McLeod [16].

Chapter 6: Dynamical systems
Classical references include Chicone [6], Guckenheimer and Holmes [12], Hasselblat and Katok [15], [25], Hirsch, Smale, and Devaney [18], Palis and de Melo [33], Perko [34], Robinson [35], [36], Ruelle [38], Verhulst [43], and Wiggins [47], [48]. In particular, [15] and [25] emphasize ergodic theory, which is not covered here.

More on the connections with Lie groups and symmetries of differential equations, briefly mentioned in Problem 6.5, can be found in the monograph by Olver [31].

Chapter 7: Planar dynamical systems
The proof of the Poincaré–Bendixson theorem follows Palis and de Melo [33]. More on ecological models can be found in Hofbauer and Sigmund [19]. Hirsch, Smale, and Devaney [18] and Robinson [36] also cover these topics nicely.

Chapter 8: Higher dimensional dynamical systems
More on the Lorenz equation can be found in the monograph by Sparrow [40]. The classical reference for Hamiltonian systems is, of course, Arnold’s book [3] (see also [4]) as well as the monograph by Abraham, Marsden, and Ratiu [1], which also contains extensions to infinite-dimensional systems. Other references are the notes by Moser [29] and the monograph by Wiggins [47]. A brief overview can be found in Verhulst [43].

Chapter 9: Local behavior near fixed points
The classical reference here is Hartman [14]. See also Coddington and Levinson [7], Hale [13], Robinson [35], and Ruelle [38].
Chapter 10: Discrete dynamical systems
One of the classical references is the book by Devaney [8]. A nice introduction is provided by Holmgren [20]. Further references are Hasselblat and Katok [15], [25] and Robinson [36].

Chapter 11: Discrete dynamical systems in one dimension
The classical reference here is Devaney [8]. More on the Hausdorff measure can be found in Falconer [9]. See also Holmgren [20] and Robinson [36].

Chapter 12: Periodic solutions
For more information see Chicone [6], Robinson [35], [36], and Wiggins [47].

Chapter 13: Chaos in higher dimensional systems
A proof of the Smale–Birkhoff theorem can be found in Robinson [35]. See also Chicone [6], Guckenheimer and Holmes [12], and Wiggins [47].
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Glossary of notation

\[ A_\pm \] ...matrix \( A \) restricted to \( E^\pm(A) \), 264
\[ B_r(x) \] ...open ball of radius \( r \) centered at \( x \)
\[ C(U,V) \] ...set of continuous functions from \( U \) to \( V \)
\[ C_b(U,V) \] ...set of bounded continuous functions from \( U \) to \( V \)
\[ C(U) \] = \( C(U,\mathbb{R}) \)
\[ C^k(U,V) \] ...set of \( k \) times continuously differentiable functions
\[ \mathbb{C} \] ...the set of complex numbers
\[ \chi_A \] ...Characteristic polynomial of \( A \), 103
\[ d(U) \] ...diameter of \( U \), 309
\[ d(x,y) \] ...distance in a metric space
\[ d(x,A) \] ...distance between a point \( x \) and a set \( A \), 196
\[ df_x = \frac{\partial f}{\partial x} \] Jacobian matrix of a differentiable mapping \( f \) at \( x \)
\[ \delta_{j,k} \] ...Kronecker delta: \( \delta_{j,j} = 1 \) and \( \delta_{j,k} = 0 \) if \( j \neq k \)
\[ E^0(A) \] ...center subspace of a matrix, 109
\[ E^\pm(A) \] ...(un)stable subspace of a matrix, 109
\[ \text{Fix}(f) = \{ x | f(x) = x \} \] set of fixed points of \( f \), 284
\[ \gamma(x) \] ...orbit of \( x \), 192
\[ \gamma_\pm(x) \] ...forward, backward orbit of \( x \), 192
\[ \Gamma(z) \] ...Gamma function, 126
\[ \delta_0 \] ...inner product space, 146
\[ \mathbb{I} \] ...identity matrix
\[ I_x = (T_-(x),T_+(x)) \] maximal interval of existence, 189
\[ \text{Ker}(A) \] ...kernel of a matrix
\[ L_\mu \] ...logistic map, 282
\[ \Lambda \] ...a compact invariant set
\[ M^\pm \] ...(un)stable manifold, 258, 322
\[ \mathbb{N} = \{1, 2, 3, \ldots \} \text{ the set of positive integers} \]
\[ \mathbb{N}_0 = \mathbb{N} \cup \{0\} \]
\[ o(.) \quad \ldots \text{Landau symbol} \]
\[ O(.) \quad \ldots \text{Landau symbol} \]
\[ \Omega(f) \quad \ldots \text{set of nonwandering points}, 196 \]
\[ P_{\Sigma}(y) \quad \ldots \text{Poincaré map}, 198 \]
\[ \text{Per}(f) = \{x|f(x) = x\} \text{ set of periodic points of } f, 284 \]
\[ \Phi(t, x_0) \quad \ldots \text{flow of a dynamical system}, 189 \]
\[ \Pi(t, t_0) \quad \ldots \text{principal matrix of a linear system}, 81 \]
\[ \mathbb{R} \quad \ldots \text{the set of reals} \]
\[ \text{Ran}(A) \quad \ldots \text{range of a matrix} \]
\[ \sigma \quad \ldots \text{shift map on } \Sigma_N, 305 \]
\[ \sigma(A) \quad \ldots \text{spectrum (set of eigenvalues) of a matrix}, 103 \]
\[ \Sigma_N \quad \ldots \text{sequence space over } N \text{ symbols}, 304 \]
\[ \text{sign}(x) \quad \ldots +1 \text{ for } x > 0 \text{ and } -1 \text{ for } x < 0; \text{ sign function} \]
\[ T_{\pm}(x) \quad \ldots \text{positive, negative lifetime of } x, 192 \]
\[ T(x) \quad \ldots \text{period of } x \text{ (if } x \text{ is periodic), 192} \]
\[ T_{\mu} \quad \ldots \text{tent map, 299} \]
\[ \omega_{\pm}(x) \quad \ldots \text{positive, negative } \omega \text{-limit set of } x, 193 \]
\[ W_{\pm} \quad \ldots \text{(un)stable set, 257, 231, 284} \]
\[ \mathbb{Z} = \{\ldots, -2, -1, 0, 1, 2, \ldots \} \text{ the set of integers} \]
\[ z \quad \ldots \text{a complex number} \]
\[ \sqrt{z} \quad \ldots \text{square root of } z \text{ with branch cut along } (-\infty, 0) \]
\[ z^* \quad \ldots \text{complex conjugation} \]
\[ \| \cdot \| \quad \ldots \text{norm in a Banach space} \]
\[ | \cdot | \quad \ldots \text{Euclidean norm in } \mathbb{R}^n \text{ respectively } \mathbb{C}^n \]
\[ \langle \ldots \rangle \quad \ldots \text{scalar product in } \ell_2, 146 \]
\[ (\lambda_1, \lambda_2) = \{\lambda \in \mathbb{R} \mid \lambda_1 < \lambda < \lambda_2\}, \text{ open interval} \]
\[ [\lambda_1, \lambda_2] = \{\lambda \in \mathbb{R} \mid \lambda_1 \leq \lambda \leq \lambda_2\}, \text{ closed interval} \]
\[ [x] = \max\{n \in \mathbb{Z} \mid n \leq x\}, \text{ floor function} \]
\[ \lceil x \rceil = \min\{n \in \mathbb{Z} \mid n \geq x\}, \text{ ceiling function} \]
\[ a \wedge b = \text{cross product in } \mathbb{R}^3 \]
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Arzelà-Ascoli theorem, 55
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attracting set, 231
attractor, 233, 309
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autonomous differential equation, 7
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Bendixson criterion, 227
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equation, 122
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inequality, 148
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Poincaré-Andronov-Hopf, 220
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theory, 200
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periodic, 177
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Cauchy-Hadamard theorem, 112
Cauchy-Schwarz inequality, 147
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topological, 268
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d'Alembert's formula, 145
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Grobman–Hartman theorem, 266
Gronwall inequality, 42
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Hartman–Grobman theorem, 266
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Hausdorff measure, 310
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Hilbert–Schmidt operator, 164
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Hopf bifurcation, 220, 324
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inequality
   Cauchy–Schwarz, 147
   Gronwall, 42
initial value problem, 36
inner product, 146
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   maximal, 189
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   Hammerstein, 275
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integrating factor, 18
invariant
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Jordan block, 106
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   real, 65
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Kepler’s laws for planetary motion, 249
Kirchhoff’s laws, 76
Korteweg–de Vries equation, 207
Krasovskii–LaSalle principle, 202
Kronecker torus, 251
Kummer function, 128
Lagrange function, 238
Lagrange identity, 157
Laplace transform, 73
LaSalle principle, 202
Laurent series, 116
Lax equation, 247
Lax pair, 247
Legendre equation, 128
Legendre transform, 239
Leibniz’ rule, 242
Liénard equation, 216
Liapunov function, 201, 286
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Liapunov–Schmidt reduction, 330
Lie derivative, 202
Lie group, 191
Lie series, 192
lifetime, 192
limit cycle, 226
Liouville’s formula, 83, 237
Lipschitz continuous, 27, 37
logistic map, 282
Lorenz equation, 234
Lotka–Volterra equation, 209
lower solution, 24
manifold
   (un)stable, fixed point, 258, 289
   (un)stable, linear, 255
   (un)stable, periodic point, 323
   center, linear, 255
   stable, 289
   unstable, 289
mass spectrometry, 96
mathematical pendulum, 204
Mathieu equation, 95
matrix
   adjoint, 103
   exponential, 60
   Hurwitz, 71
   logarithm, 108
   norm, 60
   orthogonal, 104
   symmetric, 104
   symplectic, 240
   unitary, 104
   maximal solution, 51
measure
Hausdorff, 310
outer, 310
Melnikov integral
  homoclinic, 339
  periodic, 326
minimal polynomial, 105
monodromy matrix, 91, 176
movable singularity, 131

N-body problem, 250
Neumann boundary condition, 156
Neumann series, 270
Newton’s second law of motion, 3
nilpotent, 106
nonresonant, 251
nonwandering, 196, 286
norm, 33
  matrix, 60
  operator, 270
normalized, 146

Ohm’s law, 77
omega limit set, 193, 229
one-parameter Lie group, 191
operator
  bounded, 150
  compact, 150
  domain, 149
  linear, 149
  symmetric, 149
orbit, 192, 284
  asymptotically stable, 317
  closed, 192
  heteroclinic, 262, 291
  homoclinic, 262, 291
  periodic, 192, 284
  stable, 317
order
  eigenvector, 105
orthogonal, 146
orthogonal matrix, 104
orthonormal basis, 104
oscillating, 173
Osgood uniqueness criterion, 58

Painlevé transcendent, 131
parallel, 146
parallelogram law, 152
Peano theorem, 56
pendulum, 204
perfect, 301
period annulus, 326

isochronous, 331
regular, 331
period doubling, 295
periodic orbit, 192, 284
  stable, 286
periodic point, 192, 284
  attracting, 285
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  period, 192
  repelling, 285
periodic solution
  stability, 317
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Index

Riemann symbol, 129
RLC circuit, 77
Robin boundary condition, 156
Rofe-Beketov formula, 154
Routh–Hurwitz criterion, 71
Runge–Kutta algorithm, 57

saddle, 68
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invariant, 193, 284
repelling, 309
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soliton, 207
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spectral theorem, 151
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stability, 71, 198, 286, 317
stable set, 231, 257, 285
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strange attractor, 237
Sturm–Liouville problem, 144
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invariant, 103
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stable, 109
unstable, 109
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symbol space, 304
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symplectic
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tent map, 299
theorem
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traveling wave ansatz, 207
triangle inequality, 33
  inverse, 33
two-body problem, 247
uniform contraction principle, 270
unit vector, 146
unitary matrix, 104
unstable, 198
unstable set, 231, 257, 285
upper solution, 24
van der Pol equation, 219
variable
  dependent, 6
  independent, 6
variation of constants (parameters), 84
vector field, 188
  complete, 193
vector space, 33
  inner product space, 146
  normed, 33
Volterra integral equation, 273
Volterra–Lotka equation, 209
wave equation, 141
Weierstraß elliptic function, 207
well-posed, 42
Weyl asymptotics, 173
Weyl–Titchmarsh $m$-functions, 176
Wronski determinant, 83, 88
Wronskian, 88
  modified, 154
zeta function, 308
Zorn’s lemma, 51
This book provides a self-contained introduction to ordinary
differential equations and dynamical systems suitable for beginning
graduate students.

The first part begins with some simple examples of explicitly solv-
able equations and a first glance at qualitative methods. Then the
fundamental results concerning the initial value problem are proved:
existence, uniqueness, extensibility, dependence on initial condi-
tions. Furthermore, linear equations are considered, including the
Floquet theorem, and some perturbation results. As somewhat independent topics,
the Frobenius method for linear equations in the complex domain is established and
Sturm–Liouville boundary value problems, including oscillation theory, are investigated.

The second part introduces the concept of a dynamical system. The Poincaré–
Bendixson theorem is proved, and several examples of planar systems from classical
mechanics, ecology, and electrical engineering are investigated. Moreover, attractors,
Hamiltonian systems, the KAM theorem, and periodic solutions are discussed. Finally,
stability is studied, including the stable manifold and the Hartman–Grobman theorem
for both continuous and discrete systems.

The third part introduces chaos, beginning with the basics for iterated interval maps
and ending with the Smale–Birkhoff theorem and the Melnikov method for homoclinic
orbits.

The text contains almost three hundred exercises. Additionally, the use of mathemat-
ical software systems is incorporated throughout, showing how they can help in the
study of differential equations.