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Stochastic Approximation and Recursive Estimation
Abstract. This book is devoted to sequential methods of solving a class of problems to which belongs, for example, the problem of finding a maximum point of a function if each measured value of this function contains a random error. Some basic procedures of stochastic approximation are investigated from a single point of view, namely the theory of Markov processes and martingales. Examples are considered of applications of the theorems to some problems of estimation theory, educational theory and control theory, and also to some problems of information transmission in the presence of inverse feedback.
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NOTES ON THE LITERATURE

Chapter 1

The proof of all theorems cited in §§1–4 may be found in Kolmogorov [1], Halmos [1], and Kolmorogov and Fomin [1]. The martingale and supermartingale concepts are due to Doob. Theorems 5.1 and 5.1’ and their proofs are taken from Doob [1].

Chapter 2

§1. For more details about properties of Markov processes and their transition functions, see Feller [1], Dynkin [1], Loève [1], and others.

§2. Theorem 2.1 is essentially a special case of Doob’s theorem (Doob [1]) on the stopping of a supermartingale. Kolomogorov’s inequality for supermartingales may also be found in Doob [1].

§3. Theorems 3.1 and 3.2 are well known. See, for example, Gihman and Skorohod [1].

§5. For related results, see, for example, ABR [1], Chapter IV.

§6. Theorems 6.1 and 6.2 were proved by Kolomogorov [1] in a more general setting.

§7. Theorem 7.1 is conceptually similar to Theorem 8 in Chapter 4 of ABR [1].

§8. For a detailed discussion of the questions related to this formulation of the problem, see ABR [1], Chapter 5.

Chapter 3

§1. For more details about the definition and properties of a continuous Markov process, see Dynkin [1].

§2. The limit passage from equation (2.1) to a continuous Markov process was considered by Bernstein [1], who, among other things, proved a theorem on the limit behavior of the transition probability as $h \to 0$.

§§3 and 4. This definition of the stochastic integral is due to Itô. For a proof of Theorem 4.1, see, for example, Gihman and Skorohod [2].

§7. A proof of Theorem 7.1 may be found in Has’minskii [1].

§8. Similar results are presented in the authors’ paper [1].

Chapter 4

§1. As mentioned in the text, s.a. procedures for location of the roots of regression equations were first suggested in the 1951 paper of Robbins and Monro [1], who proved convergence in mean square of the procedure (5.1) under certain assumptions. This result
was generalized by Wolfowitz [1], Blum [1], Chung [1], and others. Blum [1], in particular, presented the first proof of convergence with probability 1. Theorem 1.1 and the method of proof used in the text are due to Gladyšev [1]. Multidimensional RM procedures were introduced by Blum [2]. Blum was the first author to apply the theory of supermartingales to investigate the convergence of s.a. procedures.

§ 2. The procedure (2.5) was proposed by Kiefer and Wolfowitz [1] in 1952. Blum [2], Derman [1], Burkholder [1] and others studied the procedure in detail and, in particular, proved that it is convergent with probability 1. No account is given here of more general s.a. procedures such as those proposed in Burkholder [1], Dvoretzky [1], etc. More detailed bibliographies may be found in the review articles of Dvoretzky [1], Fabian [3], Sakriso [3], Schmetterer [1], Loginov [1], and others.

§ 3. The continuous analog of the RM procedure was introduced by Drmíl and Nedoma [1]. They proved the convergence of the procedure under fairly general assumptions on the stochastic processes appearing on the right of the equation. Under certain assumptions, Sakriso [1] proved the convergence of the continuous analog of the Kiefer-Wolfowitz procedure. The continuous procedures considered here were defined in Has’minskiǐ [1] and Nevel’son and Has’minskiǐ [1].

§ 4. The first convergence theorems for multidimensional RM procedures were proved by Blum [2]; see also ABR [1], Schmetterer [1] and further bibliography cited there. Theorem 4.4 is similar to the above-mentioned result of Gladyšev [1]; Theorem 4.5 is due to Braverman and Rozonoër (see ABR [1]). The formulation of the last theorem raises the question as to whether one can also weaken the condition \( \Sigma d^2(t) < \infty \) in the proof that \( X(t) \to x_0 \) a.s. It turns out that this is indeed possible. For example, in some cases it is sufficient to demand that \( \Sigma d^n(t) < \infty \) for some \( n > 0 \) (although one must then impose more stringent conditions on the “noise”). The theorems proved here for continuous RM procedures are due to the authors [1].

§ 5. Convergence theorems for discrete multidimensional KW procedures were proved by Blum [2], Dupač [1] and others. For the continuous case, see Nevel’son and Has’minskiǐ [1].

Chapter 5

The conjecture that a KW procedure cannot converge with positive probability to minimum points of the regression function was advanced by Fabian [1], [2]. The results presented here are based on Has’minskiǐ [1] and Nevel’son [1], [2]. The two last-mentioned papers also prove more general theorems. See also Krasulina [1].

Chapter 6

§ 1. Theorem 1.1 for the one-dimensional case is proved, e.g., in Loève [1]; for the multidimensional case, see Sacks [1].

§ 2. Conditions for the validity of the estimate \( \text{EX}^2(t) = O(1/t) \) as \( t \to \infty \), where \( X(t) \) is a discrete one-dimensional RM process, were first obtained by Chung [1]. An analog of Lemma 2.1 for discrete multidimensional RM processes was proved by Sacks [1] under the additional assumption \( E|G(t, x, \omega)|^2 < c < \infty \). The fact that (2.9) is a consequence of (2.8) follows from a well-known lemma of Chung [1].

§§ 3 and 4. Lemma 3.1 was proved by Has’minskiǐ [2]. Lemma 4.3 is due to Sacks [1].
§5. Theorem 5.3 for $\mu > 0$ is proved in Has'minskiĭ [2]. The asymptotic normality of a RM procedure was established, under certain assumptions, by Holevo [1].

§6. Theorem 6.1 was proved by Sacks under the following additional assumptions: a) the matrix $B$ may be reduced to diagonal form by a similarity transformation involving an orthogonal matrix; b) the norm of the matrix $A(t, x)$ is bounded for $t > 1$ and $x \in \mathcal{F}$. Theorem 6.3 is new. Asymptotic normality theorems for other s.a. procedures were proved by Fabian [5], Derman [1], Burkholder [1], Dupač [1] and others. The "truncation" method in asymptotic normality proofs for s.a. procedures was first applied by Hodges and Lehman [1].

§7. The first convergence theorems for moments of s.a. processes were proved by Chung [1] in the one-dimensional case. For the multidimensional case, the result of Theorem 7.2 is well known (see, for example, Schmetterer [1]) for $\lambda > \frac{1}{2}a$. But if Condition (a) of §7 holds with $\lambda < \frac{1}{2}a$, the only result known to us on convergence of moments is that of Sakrison [2]. Constructing a certain modification of the RM procedure, Sakrison proved that the matrix of second moments of the process $\sqrt{t}(X(t) - x_0)$ converges to the corresponding covariance matrix of a normal law, provided all moments $\mathbb{E}|G(t, x, \omega)|^p, p = 1, 2, \ldots$, are bounded.

Chapter 7

§§1–4. Albert and Gardner [1] established convergence and asymptotic normality for the procedure (1.1) and a more general one in which the factor $a(t)$ is allowed to depend on past observations. These authors also considered a multidimensional modification of (1.1). Recently, Calbi [1], [2] has proved convergence of truncated procedures for a broad range of truncations.

§5. There is a considerable literature on the optimal choice of parameters for RM procedures and their adaptive modifications. Among others, we mention Chung [1], Dvoretzky [1], Kesten [1], Cypkin [1], [2], and Stratonovič [2]. Our approach is based on the work of Venter [1], who proved Theorem 5.1 under slightly more restrictive assumptions.

§6. Theorem 6.1 slightly generalizes a result of Venter [1]; Theorem 6.2 is new.

Chapter 8

§1. Theorem 1.1 follows from results of Chapman and Robbins [1] and Kagan [1]. Theorem 1.2 was proved by Ibragimov and Has'minskiĭ [2]. These papers also derive inequalities for biased estimates.

§2. Theorem 2.1 and its analog for biased estimates were proved by Ibragimov and Has'minskiĭ [2].

§3. The use of RM procedures for parametric estimation is discussed in Albert and Gardner [1], where a larger class of estimates, not necessarily forming Markov processes, is considered.

§§4 and 5. Theorems 4.1 and 4.5 were proved by Sakrison [2], [3] under stronger conditions (and without the convergence of distributions). Other optimality criteria were considered by Albert and Gardner [1], Cypkin [1], and Stratonovič [2], but their procedures generally depend on past observations (see, for example, the procedure (0.9) in the Introduction).
Chapter 9

§1. For inequality (1.7), see, for example, Van Trees [1].

§2. A procedure equivalent to (2.4) for $m$ linear in the parameter $(m(x_0) = mx_0$, where $m$ is a nonsingular matrix) was considered by Holevo [1]. He also considered the case that $m$ is not a square matrix but $mm^*$ is nonsingular. For the nonlinear case, Holevo proposed a procedure more complicated than (2.4). Under certain assumptions, he established asymptotic normality of the estimation procedure.

§3. Recursive procedures similar to (3.1) may be derived from the Bayesian approach, using linearization. For linear systems, similar estimation procedures may be found in Kalman and Bucy [1], Lipcer and Širjaev [1], and elsewhere.

§4. The problem of estimating $x_0$ based on observations of type (4.7) (estimation of linear regression coefficients) has been considered from other points of view in many papers.

§5. With suitable initial conditions, the procedure (5.3), (5.4) for a linear function $m(t, x) = m(t)x$ coincides with the Kalman-Bucy optimal linear filtering equations. In other words, this system is satisfied, in particular, by the conditional expectation of $x_0$ given $Y(s)$, $s < t$, provided the a priori distribution of $x_0$ is Gaussian.
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MAIN NOTATION

\[ \|B\| = \sqrt{\sum_{ij} b_{ij}^2} \] norm of matrix \( B = (b_{ij}) \), p. 125

\( C_2 \): class of functions \( V(t, x) \) continuously differentiable with respect to \( t \) and twice continuously differentiable with respect to \( x \), p. 57

\( C_2^0 \): set of functions \( V(x) \in C_2 \) with bounded second-order partial derivatives, p. 92

\( D_T \): domain of definition of generating operator, p. 31

\( D_L(t, x) \): domain of definition of generating operator \( L \) at point \( (t, x) \), p. 31

\( E_t \): euclidean l-space, p. 12

\( F_\varepsilon \): monotone family of \( \sigma \)-algebras, pp. 36, 59

\( J(x) \): Fisher information matrix, pp. 182, 186

\( J \): identity matrix, p. 124

\( L \): generating operator, pp. 31, 67

\( L_2[a, b] \): set of measurable random functions \( f(t, \omega), t \in [a, b], \omega \in \Omega, \mathcal{F}_t\)-measurable for every \( t \), such that \( \int_a^b f^2(t, \omega)dt \leq \infty \) with probability 1, p. 59

\( \mathcal{M}_\varphi \): \( \sigma \)-algebra of events generated by random variables \( X(u), u < t \), pp. 30, 73

\( \widetilde{U} \): closure of set \( U \), p. 162

\( U_\varepsilon(B) \): \( \varepsilon \)-neighborhood of set \( B \), p. 39

\( U_{\varepsilon,R}(B) = V_{\varepsilon}(B) \cap \{x: |x| < R\} \), p. 40

\( V_{\varepsilon}(B) = E_t \setminus U_\varepsilon(B) \), p. 39

\( \Xi \): domain of values of unknown parameter \( x \), p. 181

\( \mathcal{X}(t) \sim \mathcal{N}(m, \Sigma) \): asymptotic normality of \( \mathcal{X}(t) \), p. 123

\( \mathcal{Y}(n) = (y_1, \ldots, y_n) \), p. 202

\( \Xi \): domain of values of control parameter \( z \), p. 221

\( \nabla f(x) \): vector with coordinates \( [f(x + ce) - f(x - ce)]/2c \), p. 86

\( \partial \psi/\partial x \): matrix with elements \( \partial \psi_i/\partial x_j \), p. 107

\( \tau_C \): first exit time from domain \( G \), pp. 32, 73

\( \Phi(B) \): class of functions defined on p. 40

\[ 11^*1 = yfcjbf-fnor \]