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This theorem can also be immediately applied to Bessel 's 
functions whose order is no t zero. Le t Fn(x) be a n y real 
solution of Bessel 's equat ion 

d2y 1 dy 

<4> s + i s + l 1 - ? ) » - 0 -
Using polar coordinates r, # we have as a solution of ( 3 ) 
when n is real 

u = cosw# • Fn(r), 

when n is pu re imaginary 

u= ein*-Fn(r). 

Applying the theorem jus t quoted to these solutions we get 
t he theorems : 

If n2 =̂ 1, Fn(x) vanishes at least once in any interval of length 
2e = 4.810 ••• which does not include the origin. 

Ifn>l} Fn(x) vanishes at least once in any interval of length2e 

throughout which I x I > c I esc I I . 

As a special application I note t ha t we t h u s get an upper 
l imit for t he value of t he smallest root of Fn(x) and t h u s in 
par t icu la r of Jn(

x)-
HARVARD UNIVERSITY, 

CAMBRIDGE, MASS. 

A G E N E R A L I Z A T I O N O F A P P E L L ' S F A C T O E I A L 
F U N C T I O N S . 

BY DR. E. J. WILCZYNSKI. 

(Eead before the American Mathematical Society at the Annual Meeting, 
December 28, 1898. ) 

L E T F(S, Z) = 0 

b e a n algebraic equat ion defining s as function of z. Le t R, 
t h e corresponding R i e m a n n ' s surface, be of class p. By a 
system of crosscuts av —, ap ; bv —, bp ; cv —, cp the (2p + 1 ) -
ply connected surface R is changed into a simply connected 
surface R,. 
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We can solve the following problem : Construct a func
tion ç?(s) of a point on this surface, a given branch of which 
is multiplied by a given uniform function of z and s when
ever the point crosses one of the crosscuts. I t is not in gen
eral possible to construct such a function <p(z) which is uni
form on BaU. Except in special cases there will arise new 
branch points for <p(z) upon this surface, but it is possible 
to describe the behavior of the function at those points, as 
well as to give the conditions for their non-occurrence.* 

Call generally A a point on the left, and p a point on the 

right side of any crosscut. Then —7-̂  is to be a uniform 

function of s and z for every crosscut. A slight modifica
tion of AppelPs proof, which applies to the case of constant 
factors, shows that these multipliers must equal unity for 
the crosscuts ck1 which we therefore can suppose to be re
moved. Also the factor belonging to bk is the same func
tion for both parts of the crosscut. 

We proceed then to construct a function <p(z) which has 
the properties that 
along ak <p(X) = mk?(p) 

( J k « l , 2 , - , i > ) 
along bk <PW = nk<p(p), 

where mk and nk are arbitrarily given uniform functions of 
s and z. 

Let w^z), w2(z), •••, w (z) be thep normal integrals of the 
first kind. Their moduli of periodicity are exhibited in the 
well known table 

Crosscut. 
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where 6 = 6 
ik l 

I t is clear then that 
/-I \ — [w>i(*) logw1+tt>a(ar) l ogm 2 + • •. + Wp(«) log Wp] 
K1-) yj = eni 

has the required factors for the crosscuts ak, so that 

* A similar generalization of the functions defined by linear differential 
equations appears in the April number of the Amer. Jour, of Math. 
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(2) £ = ^ 

has the factors unity for ak. For crosscut bk we have 

—m [blk log »»x +&2jfc log m 2 + . . . + 6pA log mp-} 

Hence 

where 

(3) 

vW = v(p)6" 

KV = ? « 
S(x)^pj(P) 

log A* = log 

1 • — - a • • x " " 

along crosscut ak , 

along crosscut 6̂ , 

nu - ~i IK l og m i 

+ 6a* log m2 + - + bpk log m j . 

Now we can determine p quantities vv v2, •••, v in such a 
way that the following function, which we can then call 
£(s), has these properties, viz. : 

TTa.p. (z) denoting a normal integral of the third kind, which 
becomes infinite for a. and /?. as the expression 

log (s — £ ) —log (z — «.). 

For, along ak, ^ ( A ) = ^ ( / O ? s o t n a t *00 = ?00î a n d> 
along 6t, 

^ A W — ^^.(p) + 2|A(/?,) — wk(a.)]. 

So £(2) will have the required factors along bk if 

(5) log H = 2 i ^ K ( f t ) - ^ ( a , ) ] (* = 1, 2, - , p). 
i = l 

As «. and /5. are perfectly arbitrary, we may choose them so 
that the determinant 

A = I ">*(£) - w4(a,) I (i, fc = 1, 2, - , p) 

does not vanish. We can then determine vv •••, v so as 
to verify (5); v. will be a homogeneous linear f unction of 
log/*1? •••, log fipJ with constant coefficients, say 
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( 6 ) v< = 2 « f t l o g ^ ( i = l , 2, - , ^ ) ; 

v. being thus determined, 

t P V 
— 2 t»ft(«)log»»fc+ 2 ^TT o (*) 

( 7 ) ^ ( ^ ) = 6 7 r l & = 1 * = 1 *P& 

is a function with the required properties. 
The most general function with these properties is 

?(*)ƒ(*) 

where f(z) is a function whose factors at the crosscuts are 
all equal to unity. 

Let us proceed to examine the behavior of <p(z) for all of 
the points of the Biemann's surface. This function aside 
from the crosscut factors is obviously uniform in the vicin
ity of all points except aw fiw and the zeros and poles of mh 
and nk. 

In the vicinity of ak we have 

*»#* ( * ) = - log (* - O + p(z - **)> 
where P(z — ak) represents an ordinary power series, and 
the other integrals, as well as log mk and log nk, are all uni
form in the vicinity of ak if we assume that the poles of mk 
and nk are different from ak and /5r Then if z describes a 
positive circuit around av <p(z) changes into 

where 
p - 2 7 T f a T . p Z^O 

(8) Ak=e-^ = IIVj % = n ( — 

(4 = 1 , 2 , - , ! ) ) . 

A circuit around /?ft multiplies <p(z) by -r-, so that a circuit 

around a& and [3k leaves <p(z) unaltered, provided it is so 
taken as not to enclose any of the other critical points. 

We have just seen that in the vicinity of ak and $w 

<p{z) = e-«u^-^ Pk{z - ak), 

<p(z-) = e + ^<*-^Qk(z-l3k), 

respectively. We have assumed that the poles and zeros of 
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mk and nk do not coincide with any of the points ak and /5A. 
Hence for z = ak, vk = vk a finite quantity, and also the 
value vk = vk" for z = fik. We can therefore multiply <p{z) 
by finite powers of z — ak and z — ftk respectively, so that 
the product does not become infinite for these values of z. 
"We will then say that <p(z) is regular in the vicinity of 
these points. 

In addition to these singular points ak and /9ft, which we 
can call points of the first kind, we must consider the points 
of the second kind, viz. : the zeros and poles of mk and nk. 
They give rise to a double kind of multiformity in <p(z). 

A circuit around a zero e. of mk multiplies <p(z) by an ex
pression of the form 

( 9 ) B . — é2Wk(Z) + 6l,rai|8i<*> + ^""aajSaf*) + " + *p*apppW 

where ev e2, •••, ep are constants. I t is seen at once that 
these factors Bki have the same value for all simple zeros of 
mft, say Bk, and that for a zero of multiplicity À the factor is 

Bf . For simple poles the factor is -=- . 

Similarly a circuit around a simple zero of nk multiplies 
<p(z) by a function Ck which is just like Bk except that it 
contains no integral of the first kind. 

But the zeros and poles of mk and nk give rise to multifor
mity in still another way. For the expression Ak by which 
<p{z) is multiplied on making a circuit around ak is itself 
multiplied by constants for circuits around the zeros and 
poles of mk and nk. Thus a circuit around a simple zero of 
mk multiplies Ak by a constant Dw and a circuit around a 
simple zero of nk by a constant Ek, Obviously if mk and nk 
are rational functions of s and z a circuit enclosing all of the 
poles and zeros of one of these functions and no other crit
ical points leaves Ak unaltered. 

The points ak and Pk also give rise to a secondary multi
formity other than that already mentioned. For a circuit 
around a. multiplies Bk and Gk by constant factors bw cki for 

Finally Bk and C/£are themselves factorial functions, with 
constant crosscut factors equal to unity for the crosscuts a0 
and to FkV Gkl for Bk and Gk respectively at the crosscuts br 
Only in case Fkl = Gkl = 1, will all branches of <p(z) have the 
factors ml and nt at the crosscuts. 

If <p(z) denote any particular branch of our multiform 
function, every other branch is therefore found from it by 
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multiplying by all possible combinations of the different fac
tors mentioned. 

There are altogether 
1p + 4:p2 

factors of which 2p + 4p2 are constants. 
If mk and nk are rational functions of s and z whose poles 

and zeros are distinct from the points ak and /9ft, <p(z) is 
everywhere regular. Every other function of the same kind 
is contained in the form 

JR(s, z) being a rational function of s and z. 
In general it is impossible to avoid the introduction of ak 

and pk as secondary branch points, however they may be 
chosen. But if there are relations between mk and nk so 
that fik is a constant, all of the quantities vk may be taken 
equal to unity provided that /5. and «. are chosen in accord
ance with the relation (5) putting v. = 1, or more generally 

log /^ = 2 2 [wt (£) - wk (a,)], (q^p) 

i = l 

(*=: 1,2, ..-,!>), 
which can in general be done. A special case hereof is that 
of constant crosscut factors. The zeros and poles of mk and 
nk will still be branch points. ftk and ak will be zeros and 
poles of <p(z). 

If <p{z) is to be uniform on the surface BahJ mk and nk 
must have the form 

where pk and <?k are uniform functions of s and z. This still 
leaves <p(z) multiform in the vicinity of a^and^. In order 
that <p (z) may be uniform there also, all of the quantities 
vk must be integers. But then according to (6) i*k must be 
constants, so that we are led back to the case just treated. 

If pk and <rk are rational functions of s and z they can be 
represented as sums of integrals of the second kind and their 
derivatives. Suppose the simplest case, that all of the poles 
of pk and <Jk are distinct ; then pk and <rh are linear functions 
of integrals of the second kind only. Our function <p(z) 
then reduces to an exponential into which enter products of 
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integrals of the three kinds. I t can then be essentially con
sidered as a product of divers 0 functions. 

All of these functions can appear as integrals of differen
tial equations, a fact which we hope to discuss on some future 
occasion. 

U N I V E E S I T Y OF CALIFORNIA, B E R K E L E Y , 
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ON THE AKITHMETIZATIOK OF MATHEMATICS-

BY PROFESSOR JAMES PIERPONT. 

(Read before the American Mathematical Society at the Meeting of 
February 25, 1899.) 

Introduction.*—The following lines are an attempt to show 
why arithmetical methods form the only sure foundation in 
analysis at present known. Certain general reasons are in
dicated in a very suggestive paper by Klein, f I have-
striven to carry these ideas further and indicate exactly why 
arguments based on intuition cannot be considered final 
in analysis. To do this I have grouped certain well known 
facts so as to support the conclusion which is formulated at 
the end of this paper. Doubtless a similar train of thought 
has occurred to others who have dwelt on this fascinating 
subject, lying on the border line between mathematics and 
metaphysics ; but I have seen nothing of the kind in print. 
The argument falls under two heads. The first deals with 
magnitudes or quantities (Grossen). I t is very easy to 
point out the gross lack of rigor in this respect and to show 
how its correction leads inevitably to the modern theory of 
irrational numbers as developed by Weierstrass, Dedekindr 
or G. Cantor. The matter is so obvious that I have devoted, 
only a few lines to it. The second heading treats of our 
intuition. This requires more detail, and I have not hesi
tated to make the argument appeal to all by citing numer
ous examples. 

* These prefatory remarks have been added to the paper since its pre
sentation. 

t : < U e b e r Arithmetisirung der Mathematik." Göttinger NachricMen 
(Geschüftliche Mittheilungen) 1895, p . 82. See also Miss Maddison's» 
translation in the BULLETIN, 2d series, vol. 2, p. 241. 


