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APPROXIMATE SOLUTIONS OF A SYSTEM OF DIF
FERENTIAL EQUATIONS OF MATHEMATICAL 

PHYSICS BY LEAST SQUARES* 

B Y N . K R Y L O F F 

1. Systems of First Order. In m a n y problems of m a t h e m a 

tical physics and pa r t i cu la r ly in electrical circuit theory , it 

is of i m p o r t a n c e to find app rox ima te solutions of a sys tem 

of differential equa t ions of the form 

(1) —^ =fi(t,xi,x2, • • • ,xp) , (i = 1,2, - • • ,p) . 
at 

Somet imes i t m a y be shown by physical considerat ions t h a t 

a sys tem of t y p e (1) which corresponds to some definite 

exper imenta l fact, really possesses a periodic solution wi th 

a period equal to T. By a su i tab le change of var iables , we 

m a y suppose t h a t 

(2) Xi = 0, (i = l,-'-,p) for / = 0, t =T; 

a n d it t hen remains only to find the numerical solution of (1) 

a n d (2) wi th a given degree of approx ima t ion . W e shall 

suppose first t h a t t he sys tem (1) is l inear wi th var iable 

coefficients, t h a t is to say, t h a t 

dxi 
(3) — AnXi — Ai2X2— • • • —AipXp = Fi , ( i = l , 2 , • • -, p), 

at 
where Aih Ai2, • • • , Aip, Fi a re funct ions of /. As in the 

m e t h o d of least squares , we shall t r y to render s t a t iona ry the 

in tegra l 

(4) I I - T\ Aitxt-Fi dt 
/•* p r dxt * r 
I 2-, 2 ^ AikXk-Fi 

Jo ,-=.1 L dt !c-=-l J 

J-.T v „ 

Y. \Llxù-Fx\ât 
0 t = l 

* Presented to the Society, December 29, 1925 . 
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by the means of a sequence of the type 

(n) ^ (n) 
(5) oei — 2s aîk 0 W ) > 

where the functions <pk(t) satisfy* the boundary conditions 
(2). For what follows, we must suppose also that the results 
of the modern theory of summation (for example, that of L. 
Féjer, or that of D. Jackson) are applicable to the system 
VPk{t)]. If this be true, it is possible to indicate the degree 
of approximation not only of 

(6) 

but also of 

(7) 

X i -A. i 
(n) , 

d%i dXi 
(n) 

at dt 

where X? = X^t=i &«V*(0 'ls a partial sum of order n formed 
by means of Féjer's or Jackson's process, if Aik, Fi are 
to be supposed to satisfy the well known Lipschitz condi
tion. 

If we suppose that the coefficients Aik, Fi can be differen
tiated, the degrees of approximation of (6) and (7) are given 
by the recent investigations in the domain of the theory of 
functions of a real variable, f If we substitute (5) in (4) 
instead of Xi, and differentiate with respect to a^, it is easy 
to see that the conditions for a minimum take the form 

o f;{[«#)-*.][^—] 
+ Yj(i)[Lr(%in)-Fr\Ari<pk >dt = 0 . 

r - 1 / 

* We may take, for example, <pk(t) = sin kt. 

t See, e.g., de la Vallée Poussin, Leçons sur VApproximation des Fonc
tions d'une Variable Réelle, Paris, Gauthier-Villars, 1919. 
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Multiplying the equations (8) respectively by 
^ ik ^ it > 

adding them together, and assuming that the determinant of 
Aik is symmetric, we obtain 

f t [i4(*J,))-2?i][ii(*!")-xi"))](« = 0 . 
•J o t= i 

Evidently we have also 

because #,- are the solutions of (2) ; therefore 

J X) Li(xi — Xi )Li(xi —Xi )d/ = 0 . 
0 t = l 

But we have 

( n ) _ Y ( n ) — ( n ) _L V ( n ) 

hence 

(9) J r z [ ^ ( ^ - ^ n ) ) ] ^ 

= I | Ê i i ( * i - * " )Li(xi — Xi )>dt . 

If we utilise now the well known Bouniakowsky-Schwartz 
inequality, we find, from (9), 

J X) [£<(# —a/* )] <ft ^ X) \f I [£»(* —#* )]<ft 

x/j/jW*;-^)]2^. 
Remembering what was said above about the approximation 
of Xj and dxi/dt, respectively, by X? and dX^ /dt, we obtain 
from (9) 

(10) A [Li(xi-Xi)}2dt<ein, ( i= l ,2 , • • %p), 
Jo 
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where the order of magnitude of ein can be determined ac
cording to the restrictive conditions imposed oni t V c and F{. 
From (10), by the means of the same Schwartz inequality, 
we find immediately 

ƒ -Lj% \X% Xj, )dt <Vin , (*= 1,2, ' ' -,p), 

where 

'l%n m • 

Using the boundary conditions for <pk(t), we get the system 
of inequalities 

Xi — Xi + I Aik{xk — xk )dt 
Jo 

< Vin-

The formulas for solving the system of integral equations of 
the second kind of the Volterra type enable us to state that 

\X{ Xi J <^A.€in , ( ^ = l , Z , o , • * ')p) 

where the order of magnitude of ein can be indicated and A 
is a constant. Thus the following theorem is demonstrated. 

THEOREM. If the coefficients Aik, Fi(i, k== 1, 2, • • • , p) of 
the system (3) satisfy the Lipschitz conditions, and if the 
determinant formed from the A nc is symmetric then the effective 
calculation of the solutions of the system (3) can be derived from 
the method based upon the minimizing of the integral (4). 
Such a method, which may be called the method of least squares, 
gives not only a convergent process, but also the possibility of 
calculating the solutions of (2) with a given degree of approxima
tion. 

2. Systems of Second Order. If instead of the system (3) we 
have to integrate the system of the differential equations of 
the second order 

(11) AnXi — Ai2X2— ' ' * —AipXp 

= Li(xix2, • • • , Xp)=Fi9 ( i= 1,2,3, • • •,#) , 



350 N . K R Y L O F F [July-Aug., 

with the boundary conditions Xi(a) =Xi(b) = 0, then apply
ing reasoning similar to that used before,* we can state that 

J-.& (n) 

[Li(xi-Xi )]2dt<ein , ( f = l , 2 , • • -,p), 
a 

where the order of smallness of ein can be fixed in advance 
corresponding to the supplementary restrictive conditions 
imposed on the coefficients A ik, F{. Then, if the determinant 
Aik is symmetric we can start from the obvious identity. 

. . . / ( m ) N / ( m ) v T ^ 

+ 2Ai2{xi — xi )\x2—X2 ) + • • • \)dt 

— C \^ T ( ^ ^m\ ( ^m^ A* 
= = I / j J^i\X\ X\ , j Xp Xp J \^Xi X% jdv . 

J a t = l 

If the quadratic form 

Au{xi — xi y+2Aw(xi~-xi )(x2 — x2 ) + • • • 

is definitely positive, we easily obtain, by the use of the 
Bouniakowsky-Schwartz inequality, 

\Xi~Xi \<rjm , 0 = 1,2,3, • • • ,p) 

where the order of magnitude of rjm can be fixed in advance 
according to the order of e»n. 

In further communications, I shall state other applica
tions of the method of least squares (and more generally of 
the method of least powers) which presents, it seems to me, 
a very powerful method for the approximate integration of 
differential equations of mathematical physics. 

T H E UNIVERSITY OF K I E F F 

* In the case of one equation of the second order it was first stated 
in my recent communication to the French Academy. See N. Kryloff, 
Sur une méthode, basée sur le principe du minimum pour Vintégration 
approchée des équations différentielles, COMPTES RENDUS, vol. 181 (1925). 
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