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1. Introduction. Among the various types of inverse problems of the calculus of variations are those of Darboux, Hamel, Hirsch, and Kürschak. $\dagger$ Darboux discussed the problem of the plane showing that for a given equation of the form $y^{\prime \prime}=\phi\left(x, y, y^{\prime}\right)$ there exist an infinity of functions $f\left(x, y, y^{\prime}\right)$ such that the integral $\int_{x_{1}}^{x_{2}} f\left(x, y, y^{\prime}\right) d x$ taken along one of the integral curves of the given equations furnishes a maximum or minimum. Hamel found the general type of integral whose minimizing arcs are straight lines. Of the last two Hirsch considers an equation of the type $F\left(x, y, y^{\prime}\right.$, $\left.y^{\prime \prime}, \cdots, y^{(n)}\right)=0$ and Kürschak generalizes this by introducing $n$ independent variables. In both of these cases it was found that a necessary and sufficient condition for a given equation. of the type considered to give a solution of a problem in the calculus of variations is that it have its equation of variation self-adjoint. No such restriction was found in Darboux's problem; however, it is well known that every differential equation of the second order for plane curves may be transformed into one whose equation of variation is self-adjoint.

The inverse problem of the calculus of variations for three-dimensional space is treated in my thesis. $\ddagger$ It is the

[^0]purpose of this paper to discuss the corresponding problem for a space of ( $n+1$ ) dimensions.
2. Fundamental Properties of given Differential Equations. Let us consider a system of $n$ differential equations of the form
\[

$$
\begin{equation*}
H_{j}\left(x, y_{i}, y_{i}^{\prime}, y_{i}^{\prime \prime}\right)=0, \quad(i, j=1, \cdots, n) \tag{1}
\end{equation*}
$$

\]

whose solutions are

$$
y_{i}=y_{i}(x)
$$

these have the derivatives $y_{i}^{\prime}, y_{i}^{\prime \prime}$ with respect to $x$. Under the hypothesis that the equations of variation of the given equations (1) form a self-adjoint system,* a function $f\left(x, y_{1}, \cdots, y_{n}, y_{1}^{\prime}, \cdots, y_{n}^{\prime}\right)$ can be determined such that the given equations are the differential equations for the solutions of the problem of minimizing the integral

$$
\begin{equation*}
I=\int_{x_{1}}^{x_{2}} f\left(x, y_{1}, \cdots, y_{n}, y_{1}^{\prime}, \cdots, y_{n}^{\prime}\right) d x \tag{2}
\end{equation*}
$$

The self-adjoint conditions which are needed here are summarized in the following theorem which is fully treated in the reference cited below. $\dagger$

Theorem. Necessary and sufficient conditions that the system of differential expressions
$J_{i}(u) \equiv A_{i k}(x) u_{k}+B_{i k}(x) u_{k}^{\prime}+C_{i k}(x) u_{k}^{\prime \prime}, \quad(i, k=1,2, \cdots, n)$, shall be self-adjoint are

$$
\begin{aligned}
C_{i k} & \equiv C_{k i} \\
B_{i k}+B_{k i} & \equiv 2 C_{i k}^{\prime} \\
A_{i k} & \equiv A_{k i}-B_{k i}^{\prime}+C_{k i}^{\prime \prime}
\end{aligned}
$$

In the above and following expressions, the notation of

[^1]tensor analysis is used, that is, whenever two subscripts are alike in two factors of a term, say of the form $A_{i k} u_{k}$, then the expression represents a sum with respect to the repeated index.

The equations of variation of the system (1) are

$$
\begin{equation*}
H_{i y_{j}^{\prime}} u_{j}^{\prime \prime}+H_{i y_{j}} u_{j}^{\prime}+H_{i y_{j}} u_{j}=0 . \tag{3}
\end{equation*}
$$

For this system the self-adjoint conditions of the above theorem give respectively the following relations:

$$
\begin{align*}
H_{i y_{j^{\prime \prime}}} & =H_{i y_{i^{\prime \prime}}}, \\
H_{i y_{i^{\prime}}}+H_{i y_{j^{\prime}}} & =2\left(H_{i y_{j^{\prime}} \prime^{\prime}}\right)^{\prime},  \tag{4}\\
H_{i y_{i}} & =H_{i y_{j}}-\left(H_{i y_{j^{\prime}}}\right)^{\prime}+\left(H_{i y_{j^{\prime \prime}}}\right)^{\prime \prime},
\end{align*}
$$

which must be identities in $x, y_{i}^{\prime}, y_{i}^{\prime}, y_{i}^{\prime \prime \prime}$.
The second set of relations (4) assert that each of the functions $H_{i}(i=1, \cdots, n)$ is linear in $y_{k}^{\prime \prime}(k=1, \cdots, n)$, since terms in $y_{k}{ }^{\prime \prime \prime}$ do not occur in the first members. Therefore, the given functions (1) may be written in the form

$$
\begin{align*}
H_{i}=M_{i}\left(x, y_{1},\right. & \left.\cdots, y_{n}, y_{1}^{\prime}, \cdots, y_{n}^{\prime}\right)  \tag{5}\\
& +P_{i j}\left(x, y_{1}, \cdots, y_{n}, y_{1}^{\prime}, \cdots, y_{n}^{\prime}\right) y_{j}^{\prime \prime}
\end{align*}
$$

In this notation the first of relations (4) becomes

$$
\begin{equation*}
P_{i j}=P_{j i} \tag{6}
\end{equation*}
$$

From the last two of relations (4) we have (7) $H_{j y_{i}}-H_{i y_{j}}=\left[\left(H_{i y_{j^{\prime}}}\right)^{\prime}-H_{i y_{j^{\prime}}}\right]^{\prime}=\frac{1}{2}\left(H_{i y_{i^{\prime}}}-H_{i y_{j}}\right)^{\prime}$.

Since the coefficient of $y_{k}^{\prime \prime \prime}$ in the expansion of the second member of this equation must vanish we have the following conditions:

$$
\begin{equation*}
H_{i y_{i^{\prime}} y_{k^{\prime \prime}}^{\prime \prime}}=H_{i y_{j}^{\prime} v_{k^{\prime \prime}}^{\prime \prime}} \tag{8}
\end{equation*}
$$

In the notation of (5) these relations become

$$
\begin{equation*}
P_{i k y_{i^{\prime}}}=P_{i k y_{j}} \tag{9}
\end{equation*}
$$

From these conditions and (6) it follows that the expression
$P_{j k y_{i}^{\prime}}$ remains unchanged under all permutations of the indices $i, j, k$.

From (42) with the aid of (5) and (9), we obtain

$$
\begin{align*}
M_{i y_{j}}+M_{i i^{\prime}}= & 2 P_{i j}^{\prime}-P_{i k y_{j}} y_{k}^{\prime \prime}-P_{j k y_{i}} y_{k}^{\prime \prime} \\
= & 2\left(P_{i j x}+P_{i j y_{k}} y_{k}^{\prime}+P_{i j y_{k^{\prime}}} y_{k}^{\prime \prime}\right) \\
& -P_{j k y_{j}^{\prime}} y_{k}^{\prime \prime}-P_{i k y_{i^{\prime}} y_{k}^{\prime \prime}}  \tag{10}\\
= & 2\left(P_{i j x}+P_{i j y_{k}} y_{k}^{\prime}\right) .
\end{align*}
$$

By applying relations (7) to the expressions for $H_{i}$ given in (5) and with the use of (9), we get
(11) $\quad M_{i y_{i}}-M_{i y_{j}}=\left(P_{i k y_{j}}-P_{i k y_{i}}\right) y_{k}^{\prime \prime}+\frac{1}{2}\left(M_{i y_{i}^{\prime}}-M_{\left.i y_{j}\right)^{\prime}}\right)^{\prime}$.

If these equations are to be identities in the variables involved, we must have

$$
\left\{\begin{align*}
P_{i k y_{j}}-P_{i k y_{i}}= & \frac{1}{2}\left(M_{i y_{j}^{\prime}}-M_{i y_{i}^{\prime}}\right)_{y_{k^{\prime}}},  \tag{a}\\
M_{j y_{i}}-M_{i y_{j}}= & \frac{1}{2}\left(M_{i y_{i^{\prime}}}-M_{i y_{j}^{\prime}}\right)_{x} \\
& +\frac{1}{2}\left(M_{i y_{i^{\prime}}}-M_{i y_{j}}\right)_{y_{k} y_{k}} .
\end{align*}\right.
$$

The first of these systems may be obtained from (10) with the use of (9) but the second is an independent system of relations which must be satisfied.

The above results may be summarized as follows:
Theorem 1. If a system of differential equations of the second order

$$
\begin{aligned}
H_{i}\left(x, y_{1}, \cdots, y_{n}, y_{1}^{\prime}, \cdots, y_{n}^{\prime}, y_{1}^{\prime \prime}, \cdots, y_{n}^{\prime \prime}\right) & =0, \\
& (j=1, \cdots, n),
\end{aligned}
$$

is to have equations of variation which are self-adjoint along every curve $y_{i}=y_{i}(x)$, then it must have the form

$$
\begin{aligned}
H_{i}=M_{i}\left(x, y_{1}, \cdots,\right. & \left.y_{n}, y_{1}^{\prime}, \cdots, y_{n}^{\prime}\right) \\
& +P_{i j}\left(x, y_{1}, \cdots, y_{n}, y_{1}^{\prime}, \cdots, y_{n}^{\prime}\right) y_{j}^{\prime \prime}
\end{aligned}
$$

$(i, j=1, \cdots, n)$ where the functions $M_{i}$ and $P_{i j}$ satisfy the conditions

$$
\left\{\begin{align*}
P_{i j}= & P_{j i} ; \quad P_{i k y_{i^{\prime}}}=P_{i k y_{j}^{\prime}}  \tag{12}\\
M_{j y_{i^{\prime}}}+M_{i y_{j}^{\prime}}= & 2\left(P_{i j x}+P_{i j y_{k} y_{k}^{\prime}}\right) \\
M_{i y_{i}}-M_{i y_{j}}= & \frac{1}{2}\left(M_{j y_{i^{\prime}}}-M_{i y_{j}}\right)_{x} \\
& +\frac{1}{2}\left(M_{j y_{i^{\prime}}}-M_{i y_{j} j^{\prime}}\right)_{y_{k} y_{k}^{\prime}}
\end{align*}\right.
$$

identically in $x, y_{i}, y_{i}^{\prime}$.
3. Determination of the Integrand $f$ of the Integral I. For a system of equations $H_{j}=0$ which has the form indicated in the above theorem with coefficients satisfying (12), it is possible to determine the integrand $f$ of the integral $I$ in (2) to an arbitrary function of $x, y_{1}, \cdots, y_{n}$ such that $H_{i}=0$ are the equations of its minimizing curves.

A function $g\left(x, y_{1}, \cdots, y_{n}, y_{1}^{\prime}, \cdots, y_{n}{ }^{\prime}\right)$ will first be determined satisfying the relations

$$
\begin{equation*}
g_{y_{i^{\prime}} y_{j}^{\prime}}=P_{i j}, \quad(i, j=1, \cdots, n) \tag{13}
\end{equation*}
$$

The relations ( $12_{2}$ ) are necessary and sufficient conditions for the integrability of system (13). The function $g$ will be determined by the integral

$$
g=\int_{\nu_{10}, \cdots, \nu_{n 0}}^{y_{1}^{\prime}, \cdots, y_{n}^{\prime}} L_{1} d y_{1}^{\prime}+L_{2} d y_{2}^{\prime}+\cdots+L_{n} d y_{n}^{\prime}
$$

where

$$
L_{1}=\int_{y^{\prime} 10, \cdots, y n^{\prime} \mathrm{c}}^{y_{1}^{\prime}, \cdots, y_{n}^{\prime}} P_{11} d y_{1}^{\prime}+P_{12} d y_{2}^{\prime}+\cdots+P_{1 n} d y_{n}^{\prime}
$$

$$
L_{n}=\int_{y^{\prime} 10, \cdots, y^{\prime} n 0}^{y_{1}^{\prime}, \cdots, y_{n}^{\prime}} P_{n 1} d y_{1}^{\prime}+P_{n 2} d y_{2}^{\prime}+\cdots+P_{n n} d y_{n}^{\prime}
$$

If $g$ is a particular solution of the system (13), the most general solution is given by the formula
(14) $f=g\left(x, y_{1}, \cdots, y_{n}, y_{1}^{\prime}, \cdots, y_{n}^{\prime}\right)+a\left(x, y_{1}, \cdots, y_{n}\right)$

$$
+b_{k}\left(x, y_{1}, \cdots, y_{n}\right) y_{k}^{\prime}, \quad(k=1, \cdots, n)
$$

where $a, b_{1}, \cdots, b_{n}$ are arbitrary functions of $x, y_{1}, \cdots, y_{n}$.
If the given equations are identical with the EulerLagrange equations for the integral (2) then the equations

$$
\begin{equation*}
\frac{d}{d x}\left(f_{y i^{\prime}}\right)-f_{y_{i}}=M_{i}+P_{i j} y_{j}^{\prime \prime} \tag{15}
\end{equation*}
$$

must be identities in $x, y_{1}, \cdots, y_{n}, y_{1}^{\prime}, \cdots, y_{n}{ }^{\prime}, y_{1}^{\prime \prime}$, ..., $y_{n}{ }^{\prime \prime}$. The value of $f$ given in (14) must now satisfy the system (15); thus we have

$$
\frac{d}{d x}\left(g_{y_{i}^{\prime}}+b_{i}\right)-\left(g_{y_{i}}+a_{y_{i}}+b_{k y_{i}} y_{k}^{\prime}\right)=M_{i}+P_{i k} y_{k}^{\prime \prime}
$$

which readily reduce to
(16) $\left(b_{i x}-a_{y_{i}}\right)+\left(b_{i y_{k}}-b_{k y_{i}}\right) y_{k}^{\prime}=M_{i}+g_{y_{i}}-\lg _{y_{i}{ }^{\prime} x}-g_{y_{i} y_{k}} y_{k}{ }^{\prime}$. If these equations are to be identities in $x, y_{1}, \cdots, y_{n}$, $y_{1}^{\prime}, \cdots, y_{n}^{\prime}$ the expressions on the right must be independent of $y_{i}^{\prime}$ and linear in $y_{k}^{\prime}$ when $k \neq i$. Upon differentiating the second members of (16) with respect to $y_{i}^{\prime}$ one obtains

$$
M_{i y_{i^{\prime}}}-g_{y_{i^{\prime} y_{i^{\prime} x}}}-g_{\nu_{i^{\prime}}^{\prime} y_{i^{\prime}} y_{k}} y_{k}^{\prime},
$$

which by conditions $\left(12_{3}\right)$, for $i=j$, are identically zero. Differentiation with respect to $y_{j}^{\prime}(j \neq i)$, gives

$$
b_{i y_{j}}-b_{j y_{i}}=M_{i \nu_{j}^{\prime}}+g_{y_{i} \nu_{j^{\prime}}}-g_{\nu_{i^{\prime}} y_{j}}-g_{v_{i^{\prime} y_{j} x} x}-g_{y_{i^{\prime} y_{j}^{\prime}} y_{k}} y_{k}^{\prime}
$$

With the aid of (13) and (12 $)$ this system reduces to

$$
\begin{equation*}
b_{i y_{j}}-b_{i y_{i}}=\frac{1}{2}\left(M_{i y_{j^{\prime}}}-M_{i v_{i}^{\prime}}\right)+g_{y_{i} y_{j^{\prime}}}-g_{y_{i^{\prime} y_{j}}} \tag{17}
\end{equation*}
$$

If in these equations we again take the partial derivatives, with respect to $y_{j}^{\prime}$, the functions on the right yield the following expressions:

$$
\begin{equation*}
\frac{1}{2}\left(M_{i y_{j}^{\prime}}-M_{i y_{i}}\right)_{y_{j^{\prime}}}+P_{i j y_{i}}-P_{i j y_{j}} \tag{18}
\end{equation*}
$$

By setting $k=j$ in the first system of $\left(11_{a}\right)$ we see that the expressions (18) are each identically zero. Thus we have shown that the second members of (16) are, as indicated
by the expressions on the left, independent of $y_{i}$ and linear in $y_{k}$ for $k \neq i$.

Upon substituting the values of the first members of (17) in (16) we see that the system (16) which are partial differential equations for $a, b_{1}, \cdots, b_{n}$ may be replaced by the following:

$$
\begin{align*}
b_{i y_{i}}-b_{i y_{j}}= & g_{y_{i^{\prime} y_{j}}}-g_{y_{i} y_{j^{\prime}}}-\frac{1}{2}\left(M_{i y_{j}^{\prime}}-M_{j y_{i^{\prime}}}\right), \\
b_{i x}-a_{y_{j}}= & M_{j}+g_{y_{j}}-g_{y_{j^{\prime}} x}-g_{y_{j} y_{k^{\prime}}} y_{k}^{\prime}  \tag{19}\\
& -\frac{1}{2}\left(M_{j y_{k^{\prime}}}-M_{k y_{j}}\right) y_{k}^{\prime}
\end{align*}
$$

In (191) there are $n(n-1) / 2$ equations and in (192) $n$ equations in the $n+1$ variables $x, y_{1}, \cdots, y_{n}$. The determinant of the matrix of the functional expressions on the right in (191) is skew symmetric. Solutions for the system (19) exist if the totality of $n(n+1) / 2$ equations are compatible.

We shall now prove the following theorem.
Theorem 2. A necessary and sufficient condition that there exist a solution for a system of differential equations of the form

$$
\begin{equation*}
b_{j y_{i}}-b_{i y_{j}}=\phi_{i j}, \quad b_{i x}-a_{y_{j}}=\theta_{j} \tag{20}
\end{equation*}
$$

where $a, \phi_{i j}, b_{j}, \theta_{j},(i, j=1,2, \cdots, n)$, are functions of $x, y_{1}, \cdots, y_{n}$ and $\phi_{i i}=-\phi_{j i}$, is that

$$
\begin{equation*}
\phi_{i j x}-\theta_{j y_{i}}+\theta_{i y_{j}} \equiv 0 \tag{21}
\end{equation*}
$$

identically in $x, y_{1}, \cdots, y_{n}$ for every pair of values of $i$ and $j$.
That the condition is necessary is evident. In order to prove that it is also sufficient consider the given equations (20) for fixed values of $i$ and $j$, namely, $i=p, j=q$. For these values of $i$ and $j$ system (20) gives
(22) $b_{q y_{p}}-b_{p y q}=\phi_{p q}, \quad a_{y q}-b_{q x}=-\theta_{q}, \quad b_{p x}-a_{y_{p}}=\theta_{p}$.

Now since

$$
\phi_{p q x}-\theta_{q y_{p}}+\theta_{p y q} \equiv 0
$$

identically in $x, y_{p}, y_{q}$, there exists a solution, say $a$,
$b_{p}, b_{q}$, of equations (22)*. Now let $j=r$, where $r$ is any other value of $j$ than $q$. The substitution of the functions $a$, $b_{p}, b_{r}$ in the equations for $i=p, j=r$ gives

$$
\begin{equation*}
b_{r y_{p}}-b_{p y_{r}}=\phi_{p r}, \quad a_{y_{r}}-b_{r x}=-\theta_{r}, \quad b_{p x}-a_{y_{p}}=\theta_{p} \tag{23}
\end{equation*}
$$

Since the last of these equations is identical with the last equation of (22), it is satisfied by the functions $a, b_{p}$. Solving for the derivatives of $b_{r}$ in the first two equations, we obtain

$$
b_{r y_{p}}=\phi_{p r}+b_{p y_{r}}, \quad b_{r x}=\theta_{r}+a_{y_{r}}
$$

which are compatible provided that

$$
\phi_{p r x}+b_{p y_{r} x}=\theta_{r y_{p}}+a_{y_{r} y_{p}}
$$

By employing the last of equations (22) this equation becomes

$$
\phi_{p r x}-\theta_{r y_{p}}+\theta_{p y_{r}}=0
$$

which is identically zero by hypothesis. A similar condition prevails for $i=s, j=q$, where $s$ is any other value of $i$ than $p$. It follows that the remaining $(n+3)(n-2) / 2$ equations are compatible for a solution of the given equations for $i=p, j=q$. Hence, there exists a solution of the given system.

System (20) is identical with (19) if $\phi_{i j}$ and $\theta_{j}$ represent the second members of (19) respectively. Relations (21) applied to the second members of (19) give the following system:

$$
\begin{align*}
0= & \left(M_{i y_{j}}-M_{i y_{i}}\right)-\frac{1}{2}\left(M_{i y_{j}^{\prime}}-M_{i y_{i^{\prime}}}\right)_{x}  \tag{24}\\
& +\frac{1}{2}\left(M_{i y_{k^{\prime}}}-M_{k y_{j}}\right)_{y_{i}} y_{k}^{\prime}+\frac{1}{2}\left(M_{k y_{i^{\prime}}}-M_{i y_{k^{\prime}}}\right)_{y_{j}} y_{k}^{\prime}
\end{align*}
$$

These equations are identities in $x, y_{1}, \cdots, y_{n}, y_{1}^{\prime}, \cdots$, $y_{n}{ }^{\prime}$, provided the following system is identically zero:

$$
\begin{align*}
\left(M_{i v_{k^{\prime}}}-M_{k y_{j}}\right)_{y_{i}} y_{k}^{\prime}+ & \left(M_{k y_{i}^{\prime}}-M_{i y_{k}^{\prime}}\right)_{y_{j}} y_{k}^{\prime}  \tag{25}\\
& \quad-\left(M_{i y_{i^{\prime}}}-M_{i y_{j}}\right)_{y_{k}} y_{k}^{\prime} \equiv 0
\end{align*}
$$

[^2]which is obtained by replacing the first two expressions in parenthesis of (24) by their value obtained from the last system of (12).

It is readily verified that those terms of (25) for which any two of the indices $i, j, k$ are equal vanish identically. It remains to show that the terms for which $k \neq i \neq j$ will also vanish. For this purpose consider the last of the selfadjoint relations (12). Let this system be written successively for $j=p, i=r ; j=q, i=p ; j=r, i=q$. If these three equations are differentiated with respect to $y_{q}^{\prime}, y_{r}^{\prime}, y_{p}^{\prime}$ respectively and the results added, we obtain equations (25) except for the factor $y_{k}^{\prime}$. Hence, equations (25) are identically zero in $x, y_{1}, \cdots, y_{n}, y_{1}^{\prime}, \cdots, y_{n}^{\prime}$.

Since the conditions of Theorem 2 are satisfied there exists a solution of the system (19). Let $a, b_{i}, b_{i}$ be a particular solution of system (19); then the most general solution will be

$$
\begin{align*}
& a\left(x, y_{1}, \cdots, y_{n}\right)+u\left(x, y_{1}, \cdots, y_{n}\right), \\
& b_{i}\left(x, y_{1}, \cdots, y_{n}\right)+v_{i}\left(x, y_{1}, \cdots, y_{n}\right)  \tag{26}\\
& b_{i}\left(x, y_{1}, \cdots, y_{n}\right)+v_{i}\left(x, y_{1}, \cdots, y_{n}\right), \quad(i<j),
\end{align*}
$$

where the functions $u, v_{i}, v_{j}$ satisfy the relations

$$
\begin{equation*}
v_{j y_{i}}-v_{i y_{j}}=0, \quad u_{y_{j}}-v_{j x}=0, \quad v_{i x}-u_{y_{i}}=0, \quad(i>j) \tag{27}
\end{equation*}
$$

The general solution of the system (19) may now be written in the form

$$
\begin{align*}
& a\left(x, y_{1}, \cdots, y_{n}\right)+u\left(x, y_{1}, \cdots, y_{n}\right) \\
& b_{k}\left(x, y_{1}, \cdots, y_{n}\right)+v_{k}\left(x, y_{1}, \cdots, y_{n}\right)  \tag{28}\\
&(k=1, \cdots, n) .
\end{align*}
$$

Relations (27) are necessary and sufficient conditions that the expression

$$
u+v_{k} y_{k}^{\prime}, \quad(k=1, \cdots, n)
$$

should be the total derivative of an arbitrary function
$t\left(x, y_{1}, \cdots, y_{n}\right)$. In view of (28), the integrand $f$ of (14) takes the form

$$
\text { (29) } \begin{aligned}
f= & g\left(x, y_{1}, \cdots, y_{n}, y_{1}^{\prime}, \cdots, y_{n}^{\prime}\right)+a\left(x, y_{1}, \cdots, y_{n}\right) \\
& +b_{k}\left(x, y_{1}, \cdots, y_{n}\right) y_{k}^{\prime}+\frac{d}{d x} t\left(x, y_{1}, \cdots, y_{n}\right)
\end{aligned}
$$

where $a, b_{1}, \cdots, b_{n}$ are solutions of the system (19) and $t$ is an arbitrary function of $x, y_{1}, \cdots, y_{n}$.

Theorem 3. If a system of differential equations of the form

$$
\begin{aligned}
H_{i}\left(x, y_{1}, \cdots, y_{n}, y_{1}^{\prime}, \cdots, y_{n}^{\prime}, y_{1}^{\prime \prime}, \cdots, y_{n}^{\prime \prime}\right) & =0 \\
& (i=1, \cdots, n),
\end{aligned}
$$

has equations of variation

$$
H_{i y_{j}^{\prime}} u_{j}^{\prime \prime}+H_{i y_{j}} u_{j}^{\prime}+H_{i y_{j}} u_{j}=0
$$

which form a self-adjoint system along every curve $y_{i}=y_{i}(x)$, then there exists an integral of the form

$$
I=\int_{x_{1}}^{x_{2}} f\left(x, y_{1}, \cdots, y_{n}, y_{1}^{\prime}, \cdots, y_{n}^{\prime}\right) d x
$$

having the equations $H_{i}\left(x, y_{j}, y_{j}^{\prime}, y_{j}^{\prime \prime}\right)=0$ as its Euler equations. The most general such integral has an integrand

$$
\begin{aligned}
f= & g\left(x, y_{1}, \cdots, y_{n}, y_{1}^{\prime}, \cdots, y_{n}^{\prime}\right)+a\left(x, y_{1}, \cdots, y_{n}\right) \\
& +b_{k}\left(x, y_{1}, \cdots, y_{n}\right) y_{k}^{\prime}+\frac{d}{d x} t\left(x, y_{1}, \cdots, y_{n}\right)
\end{aligned}
$$

where $g$ is a particular solution of (13), $a, b_{1}, \cdots, b_{n}$ are a particular solution of system (19), and $t$ is an arbitrary function of $x, y_{1}, \cdots, y_{n}$.
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