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ON A M A T R I X D I F F E R E N T I A L OPERATOR* 

BY A. K. MITCHELL 

1. Introduction. H. W. Turnbullf has defined a matrix differ
ential operator and has given several theorems concerning its 
properties. The first of these theorems is proved by induction, 
and for the fourth, use is made of a lemma concerning the prin
cipal minors of a determinant for which he gives a long and 
intricate proof. I t is the purpose of this note to give a simple and 
direct proof of this lemma and of the fourth theorem, and to 
indicate how each of the first three theorems proved by Turn-
bull may be obtained directly. In the last paragraph will be 
given, in addition, the results of applying the operator suc
cessively to the coefficients of the characteristic equation of a 
matrix. 

2. The Matrix Differential Operator. Let 
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be an w-rowed square matrix whose n2 elements are treated as 
independent variables. This matrix is characterized by a typical 
element, and we shall write E = E8

r, where r denotes the row and 
5 the column. In this way if we have another matrix F=Fs

r, we 
shall write,J from the law of multiplication of matrices, 

EF = EjFf. 
We observe that 

EF = Ea'Ff = FfEj, 
whereas 

FE=Fa*Ef = E°Far 9* EF. 

* Presented to the Society, March 26, 1932. 
f H. W. Turnbull, On differentiating a matrix, Proceedings of the Edin

burgh Mathematical Society, (2), vol. 1, Part 2 (1928), pp. 111-128. 
% Throughout this paper repeated Greek suffixes will denote summation 

from 1 to n. 
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The matrix differential operator 0 is defined as follows : 

II d/dE} d/dEf • • • d/dEf || 

d/dE2
l d/dEi • • . d/dE? 

II d/dEZ d/dE* • • • d/dEf II 

We note that the order of suffixes is transposed from that of E. 
The effect of the operator Q, is defined by the ordinary law of 
multiplication of matrices; thus QF=dFf /dE?. For a scalar 
function ƒ we have 0 / = df/dEr

s. 

3. Proof of TurnbulVs Theorems. Now let Is denote the sum of 
all the 5-rowed principal minors of the determinant of the 
matrix E. The fourth theorem given by Turnbull, which we shall 
prove directly, is then as follows. 

THEOREM. 

5/ - Û/i = 0, E - ôe'Ii + 0/ 2 = 0, 

E"-1 - hEn~2 H h ( - 1)»-V/n- i + ( - l ) n 0 / n = 0. 

The proof will depend upon the properties of the generalized 
Kronecker delta* dr

s\ '. '. '. '* which, if the superscripts are distinct 
from each other and the subscripts are the same set of numbers 
as the superscripts, has the value + 1 or —1 according as an 
even or an odd permutation is required to arrange the super
scripts in the same order as the subscripts; and which, in all 
other cases, has the value zero. In particular ô/ = 0 if r^s, 
bs

r = 1 iir = s. Then, Ia being the sum of all the s-rowed principal 
minors of £ , we may write : 

I* = « # > 

T 1 a " 1 " 2 / / 1 / ? " 2 

= 7 f j8l/S2 a i a2> 

1 « ! - . . « , fli a9 

si 

* See F . D. Murnaghan, American Mathematical Monthly, vol. 32 (1925), 
p. 233; and O. Veblen, Invariants of Quadratic Differential Forms, p. 3. 
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from which we have immediately 

Qh = dôfêjdEl = ôr
8, 

07, = ô7i - Er
s. 

Continuing in this way we obtain by an easy calculation* 

QIn — 58/n_i — In-iEs + In„$EaiE8 -f . . . - ) - ( — 1) In_tEai 

Transposing the left members of these equations we have the 
theorem stated above. 

From the foregoing we see that 

dIp-i/dEa = dsIp-2 — Ip-sEs + • • • + (•— 1) Ip-.tEaiEa2 • • • Ea 

+ ••• + (- D ' « • • • Ear 
and 

dIp/dEr = 8sIp-i — Ip-<2,ES + Ip-.zEaEs + • • • + (— 1) Ip-tEai 

• ••Ear + ...+(-Dp+1E:l---E
ar, 

from which it is evident that 

dlp/dEt = ôîlp-i - (dIp^/dEs
a)E

r
a . 

This is the lemma used by Turnbull. 
By induction Turnbull proves the following formula : 

QEr = nEr~l + sxE
r~2 + h s7--iE

r->' + h V-i, 

where sr is the sum of the rth powers of the latent roots of the 
matrix E (that is, s r=Xi r+A2 r+ • • • +Xw

r)-
Now by a theorem due to Sylvester, f the latent roots of any 

rational function of a matrix E are the corresponding functions 
of the latent roots of E. In particular the latent roots of Er are 
Xir, X2r, • • • , Xn

r. From 

QEr = dElXl * * * E'^/dd, 
by differentiation, we obtain 

* See The derivation of tensors from tensor functions, American Journal of 
Mathematics, vol. 53 (1931), p. 198. 

fSylvester, Mathematical Papers, vol. 4, p. 133. 
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QE = 8p8aiEa2 • • • E8 + Eaiôp 8a2Ea3 • • • Es 

+ • • • + EaiEa2 - • • Eaj 8p 8aj+1Eaj+2 - - • Es 

+ • • • + EaiEa2 • • • E$ 88. 

But the sum of the latent roots of a matrix is equal to the 
sum of the elements of the leading diagonal of the matrix, so that 
we have by Sylvester's theorem, si = E^} 52 = -E«, £«*, • • • , 
sr — E^x E^l • • • E%rl. Hence, from the above expression for &Er, 

In like manner each of the Theorems I and III of Turnbull may 
be proved directly. 

4. Conclusion. Let us now consider the effect of repeating the 
application of the operator 0 on the functions Ii, 1%, • • • , In de
fined above. The 7's so defined are the coefficients of the char
acteristic equation* of the matrix E. From the definition of Ip 

and of 12 it is readily seen that 

07, = [ l / ( ^ l ) ! ] C ^ X 2 ' - - < , 
wiP = [i/o - I)!](Ô/ÔE;)Ô:;;:::;X • • . E% 

« - [(P - D/(P - mc;:::z< • • • < 
= - [(n-p+l)l/(n-p)l]QIr-i, 

and 
^2IP-i = - (n - p + 2)QiV_2. 

Therefore 
WIP = [(* - p + 2)!/(fi - ^)!]0/ p_ 2 , 

0^/ p = ( - iy+l[{n - l)! /(» - p)\]üli 

= ( - l J ^ K f i - l ) ! / ( » - # ) ! ] « / . 

When ^ = £ this becomes 

0»/« = ( - l ) w + 1 ( ^ ~ 1)»/-
Thus if the operator 0 is applied n times to the w-rowed deter
minant | E/\ we obtain ( — l)n+1(n — 1) ! times the unit matrix. 

TRINITY COLLEGE 

* See A note on the characteristic equation of a matrix, American Mathe
matical Monthly, vol. 38 (1931), p. 386. 


