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Since the discriminant of the cubic is a square, b can be chosen 
so that af = 1. The corresponding value of /3' is 

- 729/34 

azb*(4a* - 27/32) 

The ratio of /3' to a ' is -9/32/(azb). If we take a in (3) to be 1 
and determine b in (20) so that a ' is 1, we have 

0' = - 0(4 - 2i^yi\ 

We have therefore the following theorem. 
THEOREM 3. ƒƒ £ is of the form 6k — 1 and #3 — #+/3 = 0 w 

irreducible, then xz — x+/3(4 — 27/32)1/2 = 0 is a/stf irreducible. 
If ]8 in the above theorem is not 1/3, the second cubic is dis­

tinct from the first. By repeated applications of the theorem we 
obtain a set of cubics of the form #3 — #+/3 = 0, but in general 
we do not obtain all of them. 
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1. Introduction. By algebraic processes, D.Jackson f obtained 
in matrix form the condition for self-adjointness of differential 
systems of any order. The purpose of this paper is to develop by 
means of the matrix criterion the explicit conditions for self-
adjointness of the boundary conditions associated with self-
adjoint and anti-self-ad joint differential equations. 

2. Even-Order Systems. Let L(u) denote the self-adjoint dif­
ferential expression J 

(1) L(U) S3 (*««<«>)(*> + (Pm-lU^-»y™-» + ' • • + PoU, 

where m is any positive integer, pi(x) is of class C\ and pm(x) 9^0 
in the interval (a^x^b). Along with 

* Presented to the Society, October 31, 1931. 
t D. Jackson, Transactions of this Society, vol. 17 (1916), pp. 418-424. 
Î Bounitzky, Journal de Mathématiques, (6), vol. 5 (1909), p. 107. 
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(2) L{u) = 0 

is given a set of 2m linearly independent boundary conditions : 

Uk(u) = Z{«H« ( i _ 1 , («) + bkiU^Kà)} = 0. 

The theorem of Jackson is as follows. 
If the differential expression L(u) is s elf-adjoint, the condition 

that the boundary conditions be self-adjoint is that the matrix* 

SVi>5 ~ 2*<4>5 + *(*> 

be symmetric) if L(u) is an anti-self-adjoint expression or differs 
from such an expression only in the terms of order zero, the con­
dition is that the matrix just written down be skew symmetric. 

If we denote the elements of the non-singular matrix Ai by 
q^ and those of A2 by 4%h we have 

Ar1 = (Ql, l;2m, 2m,)'/Ah 

where Qa represents the cof actor of q^ in A\. Since ?c(1) is skew 
symmetric, we find that the element in the ith. row and j t h 
column of the matrix S'rc(1)5 may be written 

1 2m—1 2m p 2m ~| 

= T ILI Z2 Krs \ 2- / 4ni4kj(QnrQka ~ QnsQkr) • 
A \ r=i s^r+l Ln,k=l J 

The summation over the indices n and k is equivalent to 

2m—1 2m 

] C ] C [(4ni4k3 ~~ 4nj4ki){QnrQks ~ QhsQkr) ] . 

* We shall adopt the following notation: 

( apq • • • aps \ /apq • • • arq \ 
J; (<#,$;' ,*)'* I ] • 

arg • • *ars / \#P« • • • ars ) 

Boldface letters denote matrices and dashed italics determinants. If we let A\ 
be a square non-singular matrix of the coefficients of 2m variables in Un(u) 
and A2 the matrix of the remaining 2m variables, then 5 denotes the product 
ATlAz and 5' the conjugate of 5. Further, we have from Green's formula, 

I [vL(u) — uL(v) ]dx = ir(u, v), 
J a 

* = \«(4) izw) " \(«W1, 1; 2w, 2fli)(*<»l, 1; 2m, 2m)/ * 
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We replace the quantity QnrQka — QnaQkr by Ai [alg. comp. of 
(qnrqha — qnsqkr)] and obtain the further equivalent expression 

j - 2 m—1 2 m 

^ i X) X) (qmCkj — <7n/<?H){alg. comp. of (qnrqka 
L n=l k=n+l 

— qmqkr)} . 

The expansion within the brackets is Laplace's development 
of the determinant Ai with the rth and sth columns replaced 
by the ith and j t h columns, respectively, of A^. This determinant 
will be denoted by Drs(i,j). 

The application of the criterion of the theorem cited, which 
required the product of five matrices, is reduced to a process 
summarized in the following theorem. 

THEOREM 1. Given the self-adjoint differential equation, L(u) 
= 0, defined by (1), where the coefficients are of class C\ and pm(x) 
T^O in the interval (a^x^b), and given a set of 2m linear bound­
ary conditions 

Uk(u) = it{akiU^(a) + bkiu^y{b)) = 0, 

where the determinant A\ = \ q^\ is of rank 2m; then the condition 
for self-adjointness of the system thus defined, that is, that the 
matrix 

{ArlA2)
f^^ArlA2 - 2*<4>Ar1A2 + flc<» 

be symmetric, reduces by the removal of the factor A\ to the following 
m(2m — 1) conditions : 

2m—1 2m 2m 

Tii = Z) X) Tra D„(if j) — X)71"" Dr(j) 

2m 

+ £ * > Dr(i) + Jir\/ = 0, (i<j£ 2m). 

The symbol Dr8(i, j) denotes the determinant Ai with the rth and 
sth columns replaced by the ith and jth columns, respectively, of A^\ 
Dr(i) indicates one replacement only. 

We illustrate the theorem with an example. Let us consider 
the second-order system 
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2 

(.Piu'Y + p0u = 0, ] £ {«^(«-"(a) + bkiu<*-»(b)} = 0, 

( * = 1 , 2 ) . 

According to the theorem there is one condition for self-
adjointness of the boundary conditions, namely, 

Tn = TnDuQ, 2) - wuD1(2) - ^12^2(2) + TnD^l) 

+ 7T22^2(1) + AiTTu = 0 . 

For the sake of definiteness let us assume the non-singular 
matrix to be 

Ai= [ ) ; then A2 = ( ) < 
\#21 021/ \a22 #22/ 

Accordingly we have 

* < « = 0, *c«) = o, 

V o ^ ( Ô ) / \ o -pi{b))' 

_ , . I 1̂1 1̂2 I . , . 1 ÖH #12 I 
2 u = #i(«) . . - Pi(b) = 0 . 

I 021 022 I I #21 #22 I 

3. Special Cases. In the explicit characterization of specific 
cases we assume first that in the 2m boundary conditions the 
sets of terms involving the point a are linearly independent. 
Under this assumption the condition for self-adjointness be­
comes 

(ArlA2y*WArlA2 + * (2 ) = o, 

subject to the following definitions : 

Ai = (al, 1 ; 2m, 2m), A2 = (61, 1; 2w, 2m), 

/*<!> *<3>\ /(al,l;2m,2m) 0 \ * 

W4> ^<2>/ ~~ \ 0 (01,1; 2m, 2m))' 

* The quantities ar9 and /3r* are given by the relations 

ara - ( - Dy+1G(a), fra = ( - l)*G(b), where G(*) = E C ~ ')*?<*), 

if (r ^ « ^ w, s — 1), (& =• 2w -f- 1 — r — .? ^ 0), and r <s. Further we set 

Co')-1-
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We incorporate these results in a corollary. 
COROLLARY. If in Theorem 1 we assume that the determinants 

Ai—\aij\ and -42 = | &»ƒ| are of rank 2m, then the condition for 
self-adjointness of the system thus defined reduces to the following 
m(2m — \) explicit conditions: 

m 2m 
Tij = X 23 <xr8Drs(i,j) + AiPij = 0, 

r=l a=r+l 
(i<j£ 2m). 

The quantities ars and firs are computed from the relations (3). 
An example will illustrate the corollary. Let us consider the 

second-order system 
2 

{piu'Y + Pou = 0, Z{««« ( i _ 1 ) ( a ) + W - " ( * ) } = 0. 
i - 1 

One explicit condition for self-adjointness is obtained: 

r 1 2 = «itDi,(l, 2) + Atfu = 0. 

From (3) we have an = pi(a) and /?i2 = — pi(b); also we observe 

bu bu 

#21 #22 

We now write the condition in the well known form 

# 1 2 = and Ai = 
011 #12 

#21 #22 

^i2 = pi(a) 
bu bu 

1 #21 #22 
- Pi(b) 

#11 #12 

#21 #22 
= 0. 

As a second special case let us consider a system consisting of 
the self-adjoint differential equation defined in (2) and a set of 
2m linearly independent Sturmian boundary conditions 

2m 

UP = Ea*,^-1^) - 0, (A - 1, 2, • • • , *), 
*=1 

uf = E#*^(i-1)(#) = o, (* = l, 2, • . . , / ) . 

It can be shown* that if h of the given boundary conditions 

* D. Jackson, Proceedings of the American Academy of Arts and Sciences, 
vol. 51, pp. 403-417. 
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involve only the point a, then h of the adjoint conditions will in­
volve only the point b\ consequently for h?*f self-adjointness is 
impossible. We shall assume h=f=m and that the sets of terms 
involving the variables u(a), w'(a), • • • , w(m-1)(a) and likewise 
those involving the variables u(b)> u'{b), • • • , w(m_1)(6) are 
linearly independent. Following the process previously outlined, 
we find 

1 \0 b) \ 0 (bl)l;m)m))> 

(4) 
/(altm + l;tn,2m) 0 \ 

\ 0 (bl9m + l;my 2m)/' 

Further, let Dr{i) represent the determinant â with elements 
akr replaced by elements a^. Also let Dra(i, j) denote d with 
akr and a** replaced by au and a^ respectively. Similarly, we 
represent the determinants involving b by D} (i) and Drl (i,j). 

After making certain algebraic reductions, we are able to ex­
press the product matrices O'rc(1)ô and 5«(4) in concise form: 

V 0 (i"l, 1 ;»,»)/ 

where 

and 

1 »t—1 m 
fl</ == ~ Z) X) <xrêDr9(tn + ifm+ j), 

a r=*l «=r-f-l 
1 ra—1 m 

&*/ = Y ^ Z ' |8r«Df/ (m + i,m+ j), 
0 r=sl «rsr+l 

1 m 1 m 

Ci" = — 2«nH-j ,a^(tW + i), hi" = - p lL,0m+3,*Da fa + *) • 

We summarize these results in a theorem. 

THEOREM 2. GWIH tóe self-adjoint differential equation L(u) 
= 0, defined by (1), where the coefficients are of class C* and we as­
sume pm(x)9*0 in the interval (a^xtkb)\ and given a set of 2m 
linearly independent Sturmian boundary conditions : 
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2m 2m 

Uk(a) » Y,akiu«-»(a) = 0, Uk(b) = T,bkiu«~»(b) - 0, 
»=i t - i 

(* = 1, 2, • • • , tn), 

in which \aks\, \bk8\ 5*0 for s = 1, 2, • • • , m; the condition f or 
self-adjointness of the system thus defined, that is, that the matrix 

(ArlAt)'*MArlAi - 2^^AïlA2 + * (2 ) 

be symmetric, reduces by the removal of common factors to the fol­
lowing m(m — l)/2 conditions at each end point: 

w—1 m m 

Tij(a) = X ]C cxrsDrs(m + iftn + j) + ^am+2tsD8(m + i) 
r = l s = r + l 8=1 

m 

— J2am+i,sDs(m + j) = 0, 
8=1 

m— 1 m m 

Tii(b) = X E PreDJ (m+i,m+ j) + 2 X + / . A ' (m + *) 
r = l s = r + l 8=1 

m 

- Y,Pm+i,sD8' (m + j) = 0, (i <j^ m), 
8=1 

in which the abbreviations defined in (3) and (4) are used. 

EXAMPLE 1. m = 1. According to the requirements of Theorem 
2 this system is always self-adjoint. I t is of interest to check this 
result by direct calculation. 

[vL(u) — uL(v)]dx = [#i(ff)(*w' — uv')]a 

= [7x74 + C/2F3 + U*V2 + UAVU 

where Ui — anu(a)+ai2Uf(a), U2 = bnu(b)+bi2u'(b). Further we 
assume Uz = u'(a), Ut — uf(b) ; then 

V2 = — pi(a)[anv(a) + 0121/(0) ] /an . 

Since Fiand F2 are essentially £/2 and C/i, respectively, the sys­
tem is self-ad joint. 
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EXAMPLE 2. rn = 2. 

Tn(a) 

- Tlt(b) 

= piia) 
«13 

#23 

+ pj(a) 

= Pi0>) 

+ P4 

au 

#24 

#14 #12 

#24 #22 

bu bu 

b%z 624 

(b) 
#14 

#24 

p2(a) 
#13 

#23 

- PM 

- P*(b) 

#12 

#22 

#12 

#22 

#11 #14 

#21 #24 

#13 #12 

#23 #22 

- p2(b) 
#11 

#21 

#14 

#24 

= 0, 

= 0. 

4. Odd-Order Systems. In general we shall use the same 
method but some modification is required. Let L(u) represent 
the anti-self-ad joint differential expression 

(5) L(U) S fou)™ + (Pn-2uYn-V + • • • + (plUy + pnU™ 

+ pn-2U^~2) + • • • + pXu't 

where n is any positive odd integer, pi(x) is of class C\ and pn(x) 
7*0 in the interval (a^x^b). Along with 

L(u) = 0 

is given a set of linearly independent boundary conditions 

Uk = X { ak&W{a) + bkiu^\b)) = 0, (* = 1, 2, • • • , n). 
»-i 

In our usual notation the product matrix ö'?c(1)ö may be written 

&'*(1)ô = — - (#'1, 1; ny n), where #;/ = ]T) 7rr8 Dr(i)D8(j). 
A i2

 r , _ i 

Since «(1) is not skew symmetric for the odd-order system, the 
further reduction by removal of a common factor is no longer 
possible. We state these results more concisely in the following 
theorem. 

THEOREM 3. Given the anti-self-adjoint differential equation 
L{u) = 0, defined by (5), where the coefficients pi{x) are of class C% 
and pn(x) 5^0 in the interval (a^x^b), and given a set of n linear 
boundary conditions 
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n 

Uk = E{«**»(4-0(«) + hiU^Kb)} = 0 , (É = 1, 2, • • • , »), 

w&ere tóe determinant Ai=\qij\ is of rank n\ the condition for 
self-adjointness of the system thus defined, that ist thai the matrix 

(ATlA*y*WArlA* - 2«<4>Ar1ji, + rc<2> 

be skew symmetric, reduces to the following n(n+l)/'2 conditions: 

n n 

Tij = ^Trs Dr(t)Ds(j) — Ai ^Tir Dr(J) 
r , s = l r—1 

n (4) 2 (2) 

- Ax Z^Tjr Dr{i) + Aiwa = 0, (i £ j <> n). 
r = l 

To illustrate the theorem let us consider the first-order system 

{piu)r + piu' = 0, anu(a) + bnu(b) = 0. 

Assume Ai = bn'y then we have 42 = an, and 

(1) 2 2 (2) 2 2 

TTii Z)i(l) + Anm = 0 = an^i(i) - bnpi(a). 

5. Special Cases. If we assume that in the w boundary con­
ditions the sets of terms involving the point a are linearly inde­
pendent, the condition for self-adjointness becomes 

{Ar1A2)
f^l)ArlA2 + *<2> = o, 

subject to the following definitions:* 

Ai = 0 1 , 1 ; », n), A2 = (M, 1 ; ny »), 
(6) 

_ / ( a l , l ; n , n) 0 \ /*<*> *C»>\ 

* ~ \ 0 081, 1 ; ' » , » ) / W4> «<*>/ 

If we let Dr(i) denote the determinant A\ with the elements 
akr replaced by the elements bki, the product matrix &'«(1)ô may 
be written 

* ar8 = asr = YlGmP2m+i (a) ; /3rs = & r = —^Gmp2m+\{b)t 

where 

«-'-«•(2"7+><-')'r7+i). 
if h=2m-r-s+2^0 and 0^w^(n-l) /2. 
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1 n 

5 V l ) 5 = —- (a'l , 1; n, n)y where a*/ = 22 araDr(i)D9(j). 

These results may be stated in a corollary. 

COROLLARY. If in Theorem 3 we assume that the determinants 
~A\ = | #»•/1 #wd A2 = | it, | are of rank n, then the condition for self-
adjointness of the system thus defined reduces to the following 
n(n+l)/2 explicit conditions: 

n 

Tu = £ ar3Dr(i)Ds(j) + If fa, = 0, (i gjgn). 
r , s = l 

The quantities ars and (3rs are obtained from the relations (6). 

An example will suffice to illustrate the corollary. For n = 1, 

(piu)' + piu' = 0, anu(a) + bnu(b) = 0. 

One condition for self-adjointness is specified, namely: 

Tu = pi(b)ali ~ pi(a)b2
n = 0. 

In verifying this result by direct calculation we have 

TTO, V) = 2pi(b)v{b)u(b) - 2pi(a)v(a)u{a) = Z7iF2 + fr^, 

where £A = anu(a) +bnu(b) and we let C/2 = w(6). We find 

Fi = 2pi(b)v(b) + 2p1(a)v(a)bu/an. 

Obviously for Vi to be essentially Ui the condition stated above 
must hold. 

In considering odd-order systems with Sturmian boundary 
conditions it is sufficient to observe that the conditions per­
taining to the end points are unequal in number ; consequently 
self-adjointness of such systems is impossible. 
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