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LAGRANGE MULTIPLIERS FOR FUNCTIONS OF 
I N F I N I T E L Y MANY VARIABLES* 

BY L. W. COHEN 

The purpose of this note is to extend the Lagrange multiplier 
theorem to the case of a maximum of a function of infinitely 
many variables subject to an infinity of auxiliary conditions. 
The underlying implicit function theorems used are due to 
Hart.f The proof employs two lemmas on normal determinants 
and associated linear systems of equations which seem to have 
been overlooked. J One of these incidentally renders one assump
tion in Hart 's implicit function theorem redundant. 

LEMMA 1. If ^2n,k\dik\ = A and Aik is the minor of 8ik+aik 
in the determinant A = | S ^ + ^ a | , then ]>j*\fc|̂ 4i&| (i^k) con
verges and the \ A a \ are bounded. 

PROOF. Since 23*^10**| converges, ü f c ( l + ] L ; | a ^ | ) c o n ~ 
verges. If p = di1i2^i2h * * " a*n*V t n e infinite product 
11(1+ \p\) extended over all values of p is dominated by the 
product ilfc(l+53*|a*fc|) a n d converges to a value P. A term 
of Aik, (i^k), has one of the forms 

dki-L y d'kii^iiiz ' ' ' ^ini > 

where T is a product of factors p and the indices are all dis
tinct. Hence 

\Aik | ^ P< | au | + Z) ]C I k> iu H, ' ' ' , in\ i \ > , 
v. n ii"'H ' 

where \k, ii, h, • • • , ƒ»; i\ is \akiv ailiif • • • , aini\ or zero 
according as the indices are distinct or not. Now 

* Presented to the Society, December 27, 1933. 
t W. L. Hart, Differential equations and implicit functions in infinitely 

many variables, Transactions of this Society, vol. 18 (1917), Theorems XII, 
XIII, VI. 

t For the normal determinant theory, see F. Riesz, Les Systèmes d'Equations 
Linéaires . . . , 1913. 
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It is clear that \Aa\ fgP. The restriction A < 1 may be removed 
by use of a convergence factor.* 

LEMMA 2. /ƒ Z)»\*la<*l = ^ » 22*1 M = j5> awd A^O, then the 
solution Xk of Xi+Y^kO>ikXk = bi is such that^k\ Xk\ converges. 

PROOF. The solution is given by 

Xk — 22 Aikbi = —< 22 Aikbi + Akk bk \ . 
A i A l w J 

Then 

52 I #* I ^ -,—r 2 2 ^ 22 I ^***« I + I Ahkbk I f 
k \ A\ k \ i*k ) 

B P 
s 7-77 22 22U<*I + 7-77 221 **II 

I A I je i*k I A I k 
which, with Lemma 1, proves Lemma 2. 

Let S, T be the sets of points £, rj with coordinates #,-, y,-
such that \xi — a{\ <Ti<r, \yi — 6»| < r t ' O , ( i = l , 2, • • • ), re
spectively, and let R be the space (£, 77). A function ƒ(£, 77) 
is called completely continuous in R if to every e > 0 there is 
a ô e>0such tha t | / (£ ' , 17')-ƒ(€", V ) I <€ when |* / - * / ' | <S€ , 
I? / —3>/' I <S€ , and (£', 77')t ( £ " , V ) are in i^. The complete con
tinuity of ƒ (£), ƒ (77) in 5, r , respectively, is similarly defined. 

IMPLICIT FUNCTION THEOREM. If 

(1) #»•(£, rj) and d<f>i/dy3-, (i, j = l, 2, • • •), are completely con
tinuous in R ; 

* vSee F. Riesz, loc. cit., p. 38. 
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(2) \4i(Z,ri)\£Mi£MinR; 
(3) 22itj\Sij—-d<l>i/dyj\ converges uniformly in R; 
(4) the determinant \d<j>i/dyj\ is not zero at (a, ]8) with coordi

nates ai, bi] 
(5) 0<(£, ri)=OinR; 
then unique solutions y%{^) of the system <£t=0 exist in a neighbor
hood of {a, f3) and are completely continuous in a neighborhood 
of a.* 

If 
(6) d<t>i/dxk are completely continuous in R; 
(7) \d<t>i/dxk\ SNk^Nin R; 
then dyi/dxk exist in a neighborhood of a, the equations 

ÜÈL 4- V — — - 0 
dxk j dyj dxk 

are satisfied, and \ dyi/dxk\ <Qk in the neighborhood. 

DIFFERENTIATION THEOREM. Iff(rj) and df/dyi are completely 
continuous in T; 
(8') ^2j\df/dy3-\ converges uniformly in T; 
(9') y,'(y), dyj/dv are continuous in a^v^b and rj(v) lies in T; 
(10') 2Z/| (df/duj)- (dyj/dv)\ converges uniformly in a^v^b, y}-
in T; then if G(v) =f[y(v)], 

dv i dyi dv 

We now state the Lagrange multiplier theorem. 

If 0<(£» VÏ have the properties (1), • • • , (7); ƒ(£, rj), df/dxk, 
df/dyk are completely continuous in R andf(%, 7]) has a maximum 
at (a, (3) subject to the conditions <£»•(£, rj) =0 in R; 
(8) y^Adf/dvi converges uniformly in R\ 
then there exist\% such Jfta/]T)*|Xt-| converges and, at (a, /?), 

df _ d(j)i 

dyk i dyk 

df _ d<j>i 

OXjc i OXk 

* From Lemma 1 it follows that the assumption that 2L*| DU\ is bounded 
in i, where Du are the minors of the Jacob ian of the system <fo=0, is redundant 
in Hart's Theorem XII. 
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PROOF. From conditions (3), (4), (8) and Lemma 2, it follows 
that (9) has a solution X* with X)*|X»| =X at (a, j3). The system 
$» = 0 has solutions y »•(£). Condition (8') follows from (8); 
(90 from (1), • • • , (7); and (10') from (6), (7), (8). Hence at 
the maximum 

do dxk j dyj dxk 

We note that 

£ 
d<t>i dyj 

dyj dxk i,3 

x t - — 

(i2) £ e * J £ N 

^e*|x z 50 

d<j>i 
~ bij 
dyj 

— an 
i 

+ 

+ Z^t I ̂ i&ij | ( 
i , j J 

>} • 
and the convergence follows from (3). From (7) and (12) 
we have 

(13) 

^ Hi ^ ^ Hi dyj 
2s *i ~— + 2~t *i 2LJ 

% dxk i j dyj dxk 

i dxk j dxh i dyj 

Combining (11), (13), (9), we have 

df ^ df dyj d<t>i dyj dfc 
~r 2L/ ~r 2-/ Xi + 2Li 2LJ *» 

dxk j dyj dxk % dXk j dxk t- dy,-

(14) 
dxk 

d(t>i 
-^ + Lx«—+E—I—+!>«—1 
dxk i dXk j dXkLdyj i dyjA 

dy^dj^ 

d<t>i 

+ £x i — = o, 
OXk i dXk 

which is (10), and the theorem is proved. 
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