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df(x) 
{ [f(x +(D- 1)0) - f{x - 8D)]F(y) } „=0 = <? -^-L • 

ax 

Blissard's remark, "An equation which has a representative 
quantity is not susceptible to any algebraic operation by which the 
indices would be affected" becomes 
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A linear difference expression for which the differential trans
form is self-adjoint (anti-self-adjoint) we shall call self-adjoint 
(anti-self-adjoint).f We choose two fourth order difference equa
tions 

L+(u) = p(x)[u(x + 2) + u(x - 2)] 

+ \[u(x + 1) + u(x - 1)] + R{x)u{x) = 0, 

L~(u) s p(x)[u(x + 2) - u(x - 2)] 

+ \[u(x + 1) - u(x - 1)] = 0, 

where L+(u) is self-adjoint and L~(u) anti-self-adjoint for the 
range (#=a , a + 1, • • • , b — 1; b — a ^ 4 ) . R(x) and p(x) are both 
real, p(x) being a non-vanishing periodic function of period two; 
X is a parameter. 

Let the functions (yh y2, ys, y±) constitute a fundamental set 
of solutions for either (1) or (2), and (wh w2, wz, w/4) the set ad
joint to it. The two sets are related by the equations 

* Presented to the Society, October 30, 1937. 
f J. Kaucky, Sur les équations aux différences finies qui sont identiques à 

leurs adjointes, Publications of the Faculty of Sciences, University of Masaryk, 
No. 22 (1922). For a discussion of adjoint differential expressions of infinite 
order, see H. T. Davis, The Theory of Linear Operators, 1936, pp. 474-475. 
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in which A (x) denotes the Casorati determinant and A i3-(x) the 
cofactors of its elements. Since w3- satisfies the equation L{u) = 0, 
one can write 

(4) Wi = cnyi(x) + • • • + cnyt(x), (i = 1, 2, 3, 4). 

The Cij have properties stated in the following theorem.* 

THEOREM 1. The matrix C+ of the substitution (4) is skew-sym
metric and C~ symmetric. Further, there is a set of relations involv
ing erf and the second order minors of A+(x) from which the erf 
may be calculated explicitly: 

T.cAyi y,X=—^—, 
^ \ - 2 1/ p(x)p(x + 1) 

We resolve (4) to get 

(5) crf = [wi(x - 2)Aij(x) + - - - + Wi(x + i)Atj(x)] 
A(x) 

We use (1, 2, 3) to furnish the following relations 

* We introduce a (+) and (—) convention to distinguish between quanti
ties associated with (1) and (2) respectively. Also we set 

u(x + r)v(x + s) ± v(x + r)u{x + s) = I J . 
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WJ(X — l)p(x — 1) = 
A(x) 

(6) 

Azj(x) 
Wj(x - 2)p{x) + \W3{X - 1) = ; 

± Wj±(x)p(x) = 

q= [xw^Cx) + >̂(# + i)w,-±(* + i)] = 

il±(*) 

A2j
±(x) 

A±(x) 
Combining (5) and (6) we find 

« - « * + ,>(i - I ) + ' W ( B -2) 

0 - 1/ ' 

(7) 
+ X 

Obviously we have Cif^—c^f and Cif = Cjf. Combine (3) and 
(4) to eliminate the w's. These equations together with L+(yt) 
= 0 yield the set of equations involving the minors. The sixth 
order determinant composed of the two-rowed minors is non-
vanishing ( = [-4+(#)]8).* 

In the development of adjoint difference systems the formula 

(8) £/(*+!)=ƒ(*) +E/(*) 
is used to provide a Lagrange relation 

6 - 1 

(9) £ [vL(u) - uL(v)] = n(«, v) = UxUs + • • • + U*VU 
x—a 

in which the Vi are eight linearly independent forms arbitrarily 
chosen : 

Ui = anu(a — 2) + • • • + a>uu(a + 1) 

+ bau(b - 2) + • • • + buuQb + 1). 

If the two systems 

L(u) = 0, U!= U2= U*= Ut = 0, 

L(iO - 0, Fi = V2 = F 3 = F4 = 0, 

* Turnbull, The Theory of Determinants, Matrices, and Invariants, 1929, 
p. 87. 
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are equivalent, we shall call them self-ad joint difference sys
tems. 

THEOREM 2. Given the fourth order difference systems composed 
of the equations 

L±(u) = 0, Ut = 0, (i = 1, 2 , 3 , 4 ) , 

defined in (1), (2), (10), let u(x) and v(x) be any pair of f unctions 
satisfying Z7t=0; then H(u, v)=0 is a necessary and sufficient 
condition that the given system be s elf-adjoint. 

That the above condition is necessary needs no proof. Let 
(wi, «2, «3, w4) be four linearly independent functions satisfying 
Ui = 0 and u any linear combination of them. Through substitu
tion the identity II (w, v)=0 gives 

(12) Ut(ui)Vi(u) + • • • + Usiu^V^u) = 0, (i = 1, 2, 3, 4). 

Since the set (£/*i, U2, - - - , t^8) is linearly independent, it fol
lows that the four systems of constants comprising the coeffi
cients of the V's are linearly independent and we have 
Vi(u) = V2(u) = Vz(u) = VA(U) = 0. A similar argument shows 
that any function satisfying the given boundary conditions 
will also satisfy the adjoint boundary conditions. 

We record some examples which fulfill the condition for self-
adjointness. 

Ui* = auu(a — 2) + ai2u(a — 1) + p(a)u(a) 

+ hiuQ>) + buu(b + 1) = 0, 

U^± = ± anu(a — 2) + a22u{a — 1) + \u(a) 

+ p{a + l)u(a + 1) + i24«(& + 1) = 0, 

Uz± = ± bnu(a - 2) ± p(b)u(b - 2) ± X«(6 - 1) 

+ fts?«(6) + hAu(b + 1) = 0, 

£/4± = ± buu(a - 2) ± buu(a - 1) ± #(6 + l)u(b - 1) 

± *84«(ft) + htu(b+ 1) = 0, 

with the agreement that aif = a22~ = bdf = hr = 0. For self-ad
joint Sturmian boundary conditions we make the added restric
tions, &i3 = bu = b2i = 0. 

We now introduce a function G± (x, t) defined for (a —1< x < b), 
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(a?£t<b), satisfying the given boundary conditions and for 
which L±[G±(i,j)]=ôii. 

THEOREM 3. Let Xi±,X2±, • • • be sets of characteristic values f or 
the systems ^(u) = 0, Ui = 0 defined in (13). There exists a \jt 
in the interval (Xi"gX#<X^1) provided 

6 - 1 

G~(byb- 1) -G+(b,b- 1) -J^[G~(x - 1, x) + G+(x -1, x)]9*0, 
x=a 

( x r ^ x g X i + i ) . 

If (b—a) is an odd integer, then every value ofk~ is a characteristic 
value. 

Let D±(K)=0 be the characteristic equations for (13). By 
writing ^ ( X ) in determinant form one finds 

dD± r £ i "I 
(14) = 2D± G±(b, b - 1) ± X) G*(* - 1, *) . 

rfX L x-a J 

This relation enables us to write 

d /D-\ _ 2D-

JXV^ 7 . 

• \ 2D- r 

: j - — [ G I J , b - 1) - G+(6, & - 1) 

(15) ""• "" 
- Z {G^(* - 1> *) +G+(x - 1, *)} . 

x=a J 

Between the two real consecutive zeros \f and \^+1 of D~(\) 
either the bracketed expression or D+ÇK) must vanish. By as
sumption the bracketed expression does not vanish. 

The proof of the final statement in the theorem consists 
merely in noticing that D~(K) for this case is a skew-symmetric 
determinant of odd order. 

LEHIGH UNIVERSITY 


