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PRINCETON UNIVERSITY 

ON THE DEFINITION OF CONTACT TRANSFORMATIONS 

ALEXANDER OSTROWSKI 

If z is a function of and pp = dz/dxVi *> = 1, • • • , », a con
tact transformation in the space of z, X\y , Xft, IS defined by a set of 
» + l equations 

(a) Z = Z(z, %u, pu), Xv = Xv(z> x» pa), v = 1, • • • , », 

such that firstly in calculating the n derivatives 

dZ p = , v — i . . . n 

dXp 

the expressions for the Pv are given by a set of n equations 
(b) Pv = Pv(z, xu, pa), v = 1, • • • , n, 

in which the derivatives of the pu fall out; and secondly the equations 
(a) and (b) can be resolved with respect to z, xu, p»: 

(A) z = s(Z, XU1 Pa), Xv = xy(Z, XU} PM), v = 1, • • • , », 

(B) pv = p,(Z, Xu, PM), v = 1, • • • , n. 

These two postulates are equivalent with the hypothesis that the 
2» + l equations (a), (b) form a transformation between the two 
spaces of the sets of 2» + l independent variables (z, xVy pv)y (Z, Xvt Pv) 
satisfying the Pfarfian condition 

dZ - ] £ PpdXy = pldz - X P'd*p ) > p ^ 0. 
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In the following lines we prove: the hypothesis that the system (A) 
is a corollary of the system (a) and conversely is already sufficient in 
order that (a) define a contact transformation, that is to say: under 
this hypothesis the expressions (b) of P„, derived from (a), are inde
pendent of the second derivatives of z. 

As to the functions Z(z, x», p»), Xv(z, xM, p»), z(Z, XM, PM), 
xv(Z, XM, PM), we shall assume: 

(1) that the functions Z(z, #M, py), Xv(z, x^ p») possess continuous 
partial derivatives of the first order with respect to their 2n + l argu
ments; 

(2) that the "total Jacobian" 

(1) 
dXv 

dxu 
Vy M = 1» ' 

does not vanish identically in the (2n + l)-\-n(n + l)/2 variables 2, xVi 

Pv> plxu- Here the (6total derivative" with respect to xv is defined by 

d d d JL , d 
(2) T~ = P>T + 1T+ ^^7T9 * = 1 ' 

axv oz oxv M==i a pu 

n\ 

(3) that the functions z(Zy XM, PM), x(Z} XM, PM) possess continuous 
partial derivatives of the first order with respect to their 2n + l argu
ments. (This hypothesis is certainly satisfied if the functions 
Z(z> xm Pu)y Xv(z, #M, pu) possess continuous partial derivatives of 
the second order with respect to their arguments and if the determi
nant (1) does not vanish.) 

From these three hypotheses it follows at once that the determi
nant \dxv/dXll\i v, ju = l, • • • , n, does not vanish identically, since 
X\j ' ' ' y Xfi c a n be assumed as being independent variables. 

Then, if Z(z} x», p»), Xv(z, xM, p») were all free of the p^ we have ob
viously a reversible point-to-point transformation between the space 
of n + 1 variables (z, xv) and that of n + 1 variables (Z, Xv). And the 
same result holds if z(Z, XM, PM), x„(Z, XM, PM) were all free of the PM. 
We may therefore assume without loss of generality that p» do ac
tually appear in the equations (a) and PM in the equations (A). 

By means of total derivatives (2), PM can be calculated from the n 
equations 

dZ " dX» 
(3) — - HP»-—' v = l , ••• ,**. 

aXy u=i aXy 

Consider the n expressions 



762 ALEXANDER OSTROWSKI [October 

(4) 
dZ » dX„ 

dpv M=i dpv 
v = 1, 

and suppose first that not all Bv vanish. 
Then, if for instance Bi?£0, let 

q\ = 
dp\ dpi 

dxi dx\ 

In differentiating (3) with respect to q\ we have easily 

X = 1, • • • , n. 

= £j3i + ôî(l - ôl)BXi v, X = 1, i » , 

where as usual 

a 10, M ^ 

U , M = 

(0 , /I 7^ v, 

v. 

But now it follows that 

d(Ph • • • , Pn) 

d(plxV * * ' » ^wxi) 

^xtt 

(tOCp 

= I Ù?! + «J(l - £)5X I = Bi * 0, 

the P„ are independent with respect to p[xv • • • , ^ X l , and the equa
tions (A) are only possible, if they do not contain the P„ at all, the 
case which has been already discarded. 

We have therefore Bv = 0, v — 1, • • • , n. Then the equations (3) and 
(4) reduce to the 2n equations 

(5) 

dZ 

d 

z ez * / OX» dXa\ 
xp dz M==i \ dXp dz / 

dpp M=i dpv 

v= 1, 

v = 1, • • • , n. 

On the other hand, the rank of the matrix with n columns and 2n rows 

M, v = 1, • • • , n, 

dX, 

dxv 
+ P. 

dX„ 

dX, 

dz 

dpv 

is n, since otherwise (1) would vanish. We see that in this case Pv 

can be expressed from (5) by Z) X/[ij r V>' 
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Since the same argument applies to the equations (A), pv can be 
expressed by means of Z, XM, PM. 

We have now the 4 sets of relations (a), (b), (A), (B). I t is easily 
seen that the 2n + l relations (A), (B) are inverse of the 2n + l rela
tions (a), (b), if pp resp. P» are considered as independent variables. 
Indeed, in putting the values (a) and (b) in the relations (A), (B), 
we must obtain identities z = z, xv = xv, pv=pVf for otherwise a non-
identical relation between z, x^ p^ would follow, that is, a differential 
equation, satisfied by an "arbitrary" function z(x\, • • • , xn). 

We see that in the case of one function of n variables a reversible 
transformation of the first order is necessarily a contact transforma
tion. 

Our implicit definition of the "reversible transformations of the 
first order" leads to non-trivial results in the cases in which the 
contact transformations in the usual sense do not exist at all. For 
instance, in the case of n>\ functions Z\(x), • • • , zn{x) of one inde
pendent variable, all contact transformations reduce simply to the 
point-to-point transformations in the space of n + 1 variables 
Zi, ' ' ' , 2n, x. On the other hand, there exist in this case non-
trivial reversible transformations. If for instance 

n n 

X = zn — %Y^pv, Zx = z\, (X = 1, • • • , n - 1), Zn = — ]T) pv, 
v=l v= 1 

dzv dZv 

we have easily for X = 1, • • • , n — 1 

Px px 1 + EMPJ 

*P» - 1 E^ i 1 P* Pn 

and therefore 

n~l 

£ / n-1 \ 

Pn \ X-l / 
X = 1, • • • , n — 1. 

We have determined in the case of n functions of one variable all 
reversible transformations of the first order by means of certain 
Pfaffian and Mongeian relations. These results will be exposed in 
another paper. 
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