
HEAT CONDUCTION IN AN INFINITE COMPOSITE SOLID1 

W. A. MERSMAN 

1. Introduction. The problem of one-dimensional heat conduction 
in finite or semi-infinite composite solids has been investigated exten
sively. The doubly-infinite case, however, seems to have been treated 
only for special initial temperature distribution functions.2 

The purpose of the present paper is to treat the general case. The 
Laplace transformation is used formally in §2 to discover the solution, 
which is then rigorously established in §3. In §4, finally, a uniqueness 
theorem is proved, under more restrictive conditions on the initial 
distribution function. 

Lebesgue integrals are used throughout. 

2. The formal solution. Consider two plane-boundary semi-infinite 
homogeneous solids, composed of different materials, placed in per
fect thermal contact. If the conduction of heat takes place in only 
one dimension, perpendicular to the interface, the temperature 
U(x, t) satisfies the following differential system: 

/ > 0; x < 0, v = 1; x > 0, v = 2; 

/ > 0; 

/ > 0; 

where x is the perpendicular distance from the interface, t is time, 
av and kv are the thermal diffusivities and conductivities, respectively, 
of the two materials and are positive constants, and f(x) is a known 
function, defined for all real x except x = 0, whose properties will be 
specified later. 

Denoting the common limit in equation (3) by $(0> the solution 
can be written in the well known form3 

(1) 

(2) 

(3) 

(4) 

dU 

dt 

lim U(x, t) 
f->0 

lim U(x, t) 
x->—0 

dU 
lim ki 

X-+-Q ÔX 

d2U 
= av - ; 

dx2 

= fM; 

= lim U(x,t); 
s->+0 

dU 
— lim #2 ; 

z-H-o dx 

1 Presented to the Society, April 5, 1941. 
2 Cf. Riemann-Weber, Die partiellen Differential-Gleichungen der mathematischen 

Physik, 5th edition, 1912, vol. 2, p. 98. 
3 Cf. H. S. Carslaw, The Mathematical Theory of the Conduction of Heat in Solids, 

2d edition, London, 1921, §§18, 23. 
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(5)* U(x, t) = V,(x, t) + -~— f' Ht- m~m exp [ - - ^ - 1 dl. 

where 

7i(«, 0 = - f °/(Ö I exp f - 1 

and V2(x, i) is obtained from Vi(x, t) on replacing a,\ by a2 and in
tegrating from 0 to + oo. 

Now apply the Laplace transformation to equations (4) and (5), de
noting the transforms of Z7, V, and so on, by uy v, and so on, respec
tively : 

du(x, s) du(x, s) 
(4') lim ki = lim k2 ; 

s->-o dx x-»+o dx 
(5')5 u{xj s) = <j)(s) exp [— | x\ (s/av)

112] + vv(x, s). 

The unknown function 0(s) can be eliminated between equations 
(40 and (50, and the solution is then obtained by applying the in
verse Laplace transformation to u(x, s): 

ki C ° T (x + £)2 1 
U(x, t) = V1(x, t) + f(Q exp - K—-— k 

Aai(irt)m J_M L 4<M J 
1/2 1/2 2 

far™ r (*a2 - £<H ) ~| 
+ ƒ(£> exp - — - k ; 

^ ( T * ) 1 ' * Jo L 4öla2/ J 
* < 0, t> 0; 

(6) 
U(x, t) = V%(x, t) + ——— f(& exp - "——— k 

Aa2(Tt)112 J o L 4a2/ J 
1/2 1/2 2 

far0 T ( W - ^ 2 ) 1 
+ ƒ({) exp - — 5-iJ- rf£; 

* > 0, t > 0, 

where A = (k1(a2)
1t2+k2(a1)

lt2)/(a1a2)
1i2. 

4 Throughout, x<0 when *> = 1, #>0 when *> = 2. 
5 The first term in the right member is obtained by the "Faltung" rule. For it and 

the specific transformations used, cf, G. Doetsch, Theorie und Anwendung der Laplace 
Transformation, Berlin, 1937, particularly the table of transformations in Appendix 2. 
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3. The solution established. We have the following theorem. 

THEOREM 1. Iff(x) is Lebesgue integrable over any finite interval, and 
if there exist two positive numbers B, b> such that \f(x)\ <B exp \bx\, 
then the function U(x, t) defined by equations (6) is a solution of the 
boundary value problem (1), (3), (4). The initial condition (2) is satis
fied uniformly in x in any finite interval Q<X\Hk \x\ S.x%in which f (x) 
is continuous. 

In the classical proofs of similar theorems6 ƒ(x) is always a bounded 
function. In adapting such methods of proof to the present situation 
it is only necessary to investigate the effect of the unboundedness of 
fix). A complete proof is given here for only one typical integral in 
each case. The right members of (6) obviously converge. 

(a) The differential equation. If U(xy t) is differentiated with respect 
to / under the integral sign, one of the resulting integrals is of the form 

ƒ(*, t) s f*» J (* ± Ö2/(£) exp ^ — J dl 

We prove that, if # > 0 , 0 < / i ^ / ^ 2 , J(x, i) converges uniformly in t. 
From the hypotheses on f(x), 

| J(x, i) | S Btrb/2 I (x ± 0 V « exp - \dt. 

Since the right member converges, and does not contain /, J(x} t) 
converges uniformly in /. 

(b) The initial condition. The solutions (6) are composed of two 
essentially distinct types of integrals, according as x and £ have the 
same or opposite signs. We first prove that, in the first case, the in
tegral vanishes with /. 

Consider 

i r00 r (* + s)2i 
J(x, t) s ƒ({) exp # , x > 0. 

2(7r/)i/2Jo L 4/ J 
Make the change of variable £= — # + 2f/1/2, then: 

ƒI 00 

ƒ ( - x + 2ÇtU*)e-s*dÇ. 

From the hypotheses on ƒ (x), 

6 Cf. Carslaw, loc. cit., p. 31; Goursat, Cours d'Analyse Mathématique, 4th edition, 
Paris, 1927, vol. 3, chap. 29. 
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ƒ
» oo 

exp [ - f ( f - 2ft*1'2) ] # . 
s/2 «1/2 

If # ^ # ! > ( ) , and t<xi/&b, then 

I I 4J5 1/2 r 2 1 
| J(x, t) I S (t/*) exp L~~ bxi ~~ #i/8/J. 

#1 

Hence J(x, /) approaches zero with /, uniformly in x in any semi-
infinite interval 0 < # i ^ x . 

An inspection of (6) now shows that, in order to prove that the 
initial condition (2) is satisfied it is sufficient to prove that 

lim [Ji(x, t) - ƒ ( » ] = 0 
*->o 

where 

1 f00 r 0 - £ ) H 
/ i ( * ' ° -^^J„ / ( ö e x p L—sH* x>0' 

the approach to the limit being uniform in x in any interval 
0 < # i ^ # ^ # 2 . Given any e>0 , we can choose a S>0, independent 
of x and t, such that | /(£)—/(#)| <e if \x — £| <S, 8<#i . Having 
chosen 3, we can write 

/

» x— 5 /» x+ô /» 00 \ f(x) I /* °° 

+ + I + ^ ^ ^di, 
0 J x-0 J x+Ô TT ' J s/2*l/2 

where in each of the first three integrals the integrand is 
1 . „„ , , , , r ( * - Ö 2 " 

2{irt) 1/2 [ fx — fc)2 "| 

~ it _H' 

Denote the right member of (7) by I1+I2+I3+I4* The unbounded-
ness of f(x) is important in Zi, 73, and ƒ4. -̂ 2 is easily seen to be less 
than e. In I\ make the change of variable £ = # —2f/1/2. Then 

ƒ» 00 

e-ï2dï, 
3/2*1/2 

which obviously approaches zero with /, uniformly in x. 
From the hypotheses on f(x), 

B f00 r (x-Ç)2l 
h S exp ft£ - dt. 

Wij*» p L 4/ J 



960 W. A. MERSMAN [December 

Make the change of variable f = * + 8 / ? / 8 ; if t<ô/8b, 

SB ƒ
• 0 0 

S2/8( 
78 - * 

0 • / 52/8« 

which obviously approaches zero with /, uniformly in x. 
(c) The interface conditions. Equations (3) and (4) will obviously 

be satisfied if x can approach zero within the integral signs. The proof 
is given for one typical case : 

r00 r o±ö 2 i 
/ ( * , t) s r«/« J (x ± Ö/(Ö exP y - ^-~- J * 

If 0<hSt^t2, x>0, 

(8) 

/ ( * , 0 - 7(0, 0 | ̂  *r»/« ƒ " | /(Ö | exp [ - ^ - ^ ] < 

rM , i r - £2i I r *2 - 2*£ i i 

Denote the right member of (8) by /1+I2. In h make the change of 
variable £ = * + 2f/1/2: 

2£x 

2 ^ -x/2tV2 
f " exp [ - f(f - 2W*/»)]#. 

• ^ - * / 2 < l / 2 

If the range of integration is split at Ç = l+2bt112, it is easily seen 
that 

2Bx hxe 1/2 r 1/2 1/2T ^ 

J i g e {l + x exp [26(1 + 2 « / ) * / ] } , 
£1 

which approaches zero with #, uniformly in t. 
Since 11 — expy\ ^\y\ exp | y | , we have 

r00 ix - 2£i r s2 u 2 - 2 ^ n 
Z, ^ £ x r 3 / 2 £ - e x p 6£ - — + df. 

Jo I te I L 4* I te IJ 
Split the range of integration at § = 3+4fe; if x<l, 

r x2 1 ( rz+m* r s 1 
/ , * S r f r " exp |_ _ J J Jo «1 + 20 exp |_ « + - • J * 

+ f f(1 + 20 exp [ - {/4fc]# i , 

which approaches zero with x, uniformly in /. 



194i] HEAT CONDUCTION 961 

4. Uniqueness. We first state the following definition. 

DEFINITION. A function U(x, t) defined for all real x and positive t 
will be said to satisfy conditions A if : 

(Ai) U(x, t) is a continuous function of x in — <*> <x< <*> for any 
fixed / > 0 . 

(A2) U(x, t) is a continuous function of t in any finite interval 
(Xh^t^fa, the continuity being uniform with respect to x in any finite 
interval xi^x^xz. 

(A3) U(x, i) is bounded f or all real x, all positive t. 
(A4) 3 U(xy t)/dt exists and satisfies (Ai) and (A2). 
(A5) dU(x, t)/dx and d2U(x, t)/dx2 exist and are continuous func

tions of x in — oo <x < 0 and 0 <x < oo, for any fixed t>0. 
(A6) \dU(x, t)/dx\ <M/t112, t>0, X5*0; M is a constant independ

ent of t and x. 
(A7) U(x, /)—>0 as | # | -*oo , uniformly in t in any finite interval 

0<t^h. 
(A8) U(xt /)—»0 as t—»0, uniformly in x in any finite interval 

0 < # i ^ \x\ ^ # 2 . 

THEOREM 2. The function U(x, / ) = 0 is the only f unction satisfying 
conditions A that is a solution of the boundary value problem ( l)-(4), 
with f{x) =Q. 

PROOF. Consider 

J(x, t) ^ — f— [U& t)]2d£, x > 0, t > 0. 

Assume that, for some # IT^0 , /IT^O, | U{X\, / I ) | = 0 0 . From condi
tion (Ai), | U(Xy h)\>C/2 in some ^-neighborhood of xi. Hence 
J(x, h) >D, any x> \x\\ + 77, h>0, where 

D — _! . v < J Xl J . v = 1 if Xl < 0; v = 2 if xi > 0. 
4av 

If M is the bound of condition (AQ), we can choose a fixed #2 > | #i| +?7 
such tha t 

D 
U(%2, t) I < , Q <t^h, 

(9) 
. D 

U(- Xit t) < ; 0 <t£h. 
1 ' MiMty2 

Having chosen x2, consider J(x^ i). From conditions (Ai), (A2), (A4), 
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J(x2, t) can be differentiated with respect to / under the integral sign ; 
using equation (1), 

dJ(x2,t) rx> d2U(x,t) 
= I kPU(x, t) dx. 

dt J -x2 dx2 

From condition (AB) this may be integrated by parts ; using equations 
(3) and (4), 

dj(x2,t) r a ^ ô i ^ /•*» rdu(x,t)i2
j 

= kvU(x,t) — I kv\ dx, 
dt L dx J x=-x2 J-X2 L dx J 

0 < t£ h. 

Since the last term is nonpositive, dJ/dt is not greater than the sum 
of the first two terms. Hence, from (A6) and equations (9) 

dJ(x2, t) D 
< ; 0 < t£ h. 

dt 2(ht)1'2 

From conditions (A3), (A8), J(x2, + 0 ) = 0 . Therefore 

D rh 

J(x2, h) < t~l>2dt = D. 
2t\>2Jo 

But J(x2, h)>D. Thus the assumption that U(xi, ti)y^0 leads to a 
contradiction if # i ^ 0 , /i5^0, and by the continuity conditions (Ai) 
and (A8) the theorem is proved. 

We are now in a position to prove a more general uniqueness theo
rem. 

DEFINITION. Let f(x) be defined and continuous for all real x except 
x = 0. A function U(x, t) will be said to satisfy conditions B with respect 
to f(x) if: 

(Bi) U(x, t) satisfies (Ai)-(A6) inclusive. 
(B2) U(x, t)—*f(x) as t—»0, uniformly in x in any finite interval 

0 < # l ^ \x\ ^#2-
(B3) U(x, t)—f(x)—>0 as |#|—»oo, uniformly in t in any finite in

terval 0 < / ^ / i . 

THEOREM 3. Let fix) be defined and continuous f or all real x except 
x = 0. Then the boundary value problem (l)-(4) has at most one solution 
satisfying conditions B with respect to f(x). 

PROOF. If there are two solutions, let U(x, i) be their difference. 
Then U(x> t) satisfies conditions A and hence vanishes identically. 

Finally, it remains to determine conditions on f(x) under which the 
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solution U(x, t) defined by equations (6) will satisfy conditions B with 
respect to ƒ(#). Sufficient conditions are given by the following theo
rem. 

THEOREM 4. Let f{x) be continuous except at x = 0y and bounded f or 
all real x, and let the following limits exist: 

ft = Hm f(x), f2 = Hm ƒ 0 ) . 
X-+—O0 x-++<*> 

Then U(x, i) as defined by equations (6) satisfies conditions B with 
respect to f(x). 

PROOF. Conditions (Ai)-(A5) and (B2) are easily seen to be satis
fied. We give the proof for (A6) and (B3). An inspection of (6) shows 
that it is sufficient to prove (A6) for integrals of the form 

i r00 r (*±ö 2 i J{x' * - n^n J. m exp L — Ï T T ' * > °> < > °-
By differentiating inside the integral sign and splitting the range 

of integration at x = £ it is easily found that 

dJ(x, t) 

dx 

N 
< ; 

(wt)1'* 

where N is the upper bound of f(x). 
For (B3) it is sufficient to prove that 

(10) Ji(x, t) —>0 a s # — > + ° ° , 

(11) J2(#, t) — f(x) —> 0 as x—>+<*>, 

the approach being uniform in / in 0 < / ^ / i , where 

ƒ!(*, t) s r 1 ' 2 J ƒ({) exp I — J # , x > 0, / > 0, 

l f00 r (*-ö2"i 
/ , ( * , /) - — — - ƒ(£) exp k , x > 0, / > 0. 

2(TT/)1/2JO L 4* J 

To prove (10) make the substitution £= — x + 2ftf1/2 in Jr . 

1/2 

i . r °° 4#/i r - * 2 1 
| /i(tf, 0 | ^ 2iV I e-f'rff < exp , 

J x/2tV2 X L 4/i J 

which clearly approaches zero as x approaches infinity, uniformly in / 
i n 0 < / g / i . 
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To prove (11), we have 

Mx'l) ~f{x) - ̂  ƒ."{m ~fix)} exp [ - iJLïr. « 

f(#) r°° 
+ I e-ty, x > 0, t < t g h. 

TT112 J x/2(l/2 

In the first term of the right member, make the change of variable 
^ = x + 2 ^ x ' 2 . Then 

| Jt(x, t) - f(x) I g — I e-f2Jf 
(12) ^ ' ^ ^ 

+ "TT; f " I /(*> - f(x + 2f / 1 / 2) I «""'*#• 
7T 1 / J */ -a?/4*l/2 

Since ƒ(#) approaches a limit as x—» 00, the second term of the right 
member of (12) can be made less than any e > 0 by choosing x>X, 
independent of t. The first term of the right member of (12) clearly 
approaches zero as required in order that (11) be true. 

I t may be remarked that the conditions imposed on f(x) in Theo
rem 4 are merely sufficient, and not necessary. In particular, ƒ(x) need 
not have limits as | x\ —» 00. For example, U(x, t) — x as defined by (6) 
satisfies conditions B if f(x)=x. However, in most physical applica
t i o n s / ^ ) will satisfy the hypotheses of this theorem, since the prob
lem considered here is an approximation, for small time values, to the 
finite composite solid problem. 
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