
ON MAJORANTS OF SUBHARMONIC AND 
ANALYTIC FUNCTIONS 

FRANTISEK WOLF 

This paper represents a different approach to a whole group of 
problems connected with majorants of subharmonic functions. The 
same method has been used previously in order to prove a generaliza
tion of the Phragmén-Lindelöf theorem.1 It seems that the best 
approach is to prove first Lemma 4, and then the most important re
sults are easily deducible. Corollary 6 is a generalization of a result of 
N. Levinson.2 His theorem has made me realize the importance of 
these results. 

LEMMA 1. If (i) 0<f(x) ^ 1 and (ii) ƒ« log f(x) -dx is finite, then 

dx (1) f log I f'f(y)dy 
J a I •/ Ç 

is a continuous function of £ in (a, &). 

We first suppose that f(x) is non-decreasing and that (0, 1) = (a, b). 
We get 

fXf(y)dy > f*f(y)dy è (*/2)/(*/2). 

Hence 

I l o g ( f fiy)dy)dx> \ log(x/2)dx+ \ logf(x/2)dx 

(2) > 2 J log x-dx + 2 I log f(x)dx 
Jo J o 

= — 2 + 2 1 log f(x)-dx. 
Jo 

If f(x) is replaced by / ( a + (6 — a)x), we obtain 

Presented to the Society, November 22, 1941 under the title On majorants of 
analytic functions; received by the editors March 2, 1942. 

1 Cf. the end of this paper and Journal of the London Mathematical Society, vol. 
14 (1939), p. 208. 

2 Gap and Density Theorems, American Mathematical Society Colloquium Pub
lications, vol. 26, 1940, p. 127, Theorem 43. 
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(3) 
ƒ l 0 g ( ƒ Ky)dy)dx ^ - 2(6 - a) + (6 - a) log (J - a) 

+ 2 f log ƒ(*)•</*. 

Next, if f(x) is general, we form the rearranged non-decreasing 
function ƒ(x) for which 

meas £ [ƒ(#) ^ ;y] = meas E [ƒ(#) g ;y] 
X X 

for all y. We know that3 

/ log f(x)-dx = I log ƒ(#) • d#, 
o v o 

and that 
I /» x I /» |x—xol 

Hence, if x0C(0, 1), 

ƒ• 1 | •» X 1 

I i°g I f(y)-dy\'dx 
J(S \Jx0 \ 

j log(̂ J ]{y)dyydx 

/

xo / /» x0—x^ \ r l / r x~x° \ 

log y J(y)-dyJ-dx + J log y f(y)-dyjdx 

/

xo / / • x _ \ ƒ» 1—z0 / / • x _ \ 

log ( J /(yWy )•<** + J log f J ƒ(?)<*? jd* 

è 2 ƒ log( f *f(y).dyydx. 

This, with (2) gives 
I l o g ( I /(y) ^ ) 'dx = ~ 4 + 4 I logf(x)-dx 

= — 4 + 4 J log f(x)-dx. 
Jo 

3 Hardy, Littlewood, Pólya, Inequalities, Cambridge, 1934, p, 276. 
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In a similar fashion we get, for x0C.(af b)> 

ix ^ - 4(6 - a) + 2(b - a) log (b - a) 

927 

(4) 

ƒ» 0 \ f* X 

log I f(y)dy 
a I J x0 

+ 4 I log f(x) 
J a 

dx. 

If e > 0 is given, we can find a ô > 0 such that 

logf(x)-dx < e/3. 
x0~8 

Let us denote by J\ the common part of (a, b) and (#o —S,#o + ô), 
and by J2 the rest of (a, &). Then, by (3), for £C.Ji 

0> f log I fXf(y)-dy -dx ^ - 80 + 40 logo 

Further 

ƒ• xo-rö 
logf(x)>dx > - e/3. 

x 0-5 

g2(ö = f log I f'/CyWyl-^ 
• /Jo •/ £ 

is a continuous function for % = XQ and, hence, there is a ô i < § such 
that 

| g2«D — g2<>o) | ^ e/3 for | J - xQ I < Ôi. 

Hence, if we call the integral (1) g(£), then 

I g(Ö - g(xo) \ < e for | i - xQ \ < ôx. 

This shows that (1) is a continuous function of £ at an arbitrary 
point XoQ(a, b). 

LEMMA 2. Given a non-negative \[/(x) Q.L, there is a domain D, bounded 
by two continuous curves 

Ci = y = giO), C2 s y = g2(«) 

and too straight lines x=x0 — a> x=x0+a, such that, if x+iy=f(reid) 
represents D, conformally on the unit circle r<l, then 

(5) 

on Ci and C2. 

dx 
è const, exp [p(x) ] 

r = l 
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Further the rectangle 

(6) R0: [\ y — yo\ < a-log 3/2, | x — x0\ < a] 

is interior to D and 

\ y — yo\ ^ c(a), I x — xo I ^ #, with lim c(a) = 0, 
o—»0 

contains D. 

There is no loss of generality in supposing Xo—yo^O. We define D 
by constructing its conformai representation on the unit circle. First 
we define the boundary function of the harmonic function x(r, 0) 
so that it satisfies the above condition for the derivative. We define 
it as the inverse function of 

e-t^dt 
—a 

(7) 0(x) = b f ° 

and, for later convenience, we take b such that 

ƒ a 

e-*Wdt = do < 2 arc cos 3/4 < TT/3. 
-a 

Then the inverse function #(1,0), defined in (0, 0O) satisfies condition 
(5) and is continuous and decreasing. Further, we define x(l, 0) = a , 
for 0C(0o, TT) ; x(l, TT+0) = x ( l , 0 o - 0 ) for 0C(O, 0o), and finally 
#(1, 0) = —a for 0C(TT + 0O, 27T). In the interval (w, 7r + 0o) condition 
(5) is again satisfied. Now, the boundary function is completely 
defined and 

x(r, 6) = 
1 - r2 r2* x(l, (j>)d(t> 

2TT J O 1 - 2r cos (0 - <f>) + r2 

The conjugate harmonic function is 

1 r 2T 2r sin (0 - </>) 
y(r, 0) = - — I - — — — — - x(U *)d*. 

2TJO 1 — 2r cos (0 — 4>) + r2 

By partial integration 1 f2* 
2T J o 

y(r, 0) = — log I 1 - re^-V \ dx{\% <j>). 
2x J o 

Since x is constant in some intervals, we get, using the above defini
tion of x(l, <f>), 
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(9) 

1 r6o 

y(r, 0) = — I [log I 1 - re^-V \ 
2ir J o 

- log | 1 + r6*c-M-*) | ]dx(l, </>). 

Now, the required conformai representation is given by x(r, 0) 
+iy(r, 0). The boundary curve of D in the parametric form is 
x(l, 0 )+fy( l , 0), and we shall investigate it. 

If 0C(O, 0o), t hen# ( l , 0) runs from —a to + a a n d , since | l--eW-*>| 
< 1 for 9,0G(O, 0o)C(O, TT/3) (cf. (8)), 

y( 
1 f00 i r 

1, 0) g log I 1 + ^(*-0o+0) | dx 
2ir J o 
1 , , fa 

^ log I 1 + e*001 I 
2ir J -a 

dx 

= —(a/w) log 2 cos 0o/2 < - (a/V) log 3/2. 

The first term I i on the right in (9) is more difficult to dispose of. 
We have 

'° I 0 - <j> 
log 2 sin 

o I 2 lit J o 

1 fö° 2 sin (0 - 0)/2 
7" I log 
2 x ^ 0 

+ 

•dx(l, <t>) 

-dx(l, <t>) 
0 — 0 

— f °log | 0 - 0 | •<**(!»*) = I{ +I{ , 
2 j J o 

Here, I{ is evidently a continuous function of 0 and 

a 2 sin 0o/2 
0 > 7i > log 

7T 00 

By means of (7), we change variables in I[' and obtain 

I log 16 f W = — I log 6 I er*M-da • # . 

By Lemma 2, this is a continuous function of # and therefore also of 
0 and from (3) we get 

2a a log 2a 1 
0 > J / ' > + 

7T 7T + 
1 /•« 

- log 
IT J -a 

be~*(x) dx. 
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If we combine the last inequalities and introduce the abbreviation 
c(a), we get 

- — log 3/2 > 3,(1, 0) > - c(a), 6 C (0, 0O), 

with 

lim c(a) = 0. 
a—K) 

From (9) it is easy to deduce that 

y(r, 6 + T) = - y(r,60- 6), 

and we obtain 

(a/ir) log 3/2 < y(l, S) S c(o), for 0 C (ir, TT + 0O). 

Using the same notation we shall prove the following lemma. 

LEMMA 3. If \[/(xç> — a), \l/(xo-{-a) are finite, then every subharmonic 
function a(x, y), defined in D, which satisfies 

(10) a(x, y) S e*<x\ \ x\ < a, 

has an upper bound in R[\y\ < a l o g 3/2, \x\ <a] which depends only 
on x[/(x). 

If we represent D conformally on the unit circle C, we get from 
a(x, y) a subharmonic function a(r, 0) defined in C. There, it must be 
less than any harmonic function with boundary values not less than 
those of a(r, 0). By (10), these are not greater than exp {\f/(x(l, 0))}, 
where #(1, 0) has been defined in the preceding lemma. Such a har
monic function is the Poisson integral of exp{^(#(l , 6))}. We have 
to show tha t this Poisson integral is not identically equal to oo. A 
sufficient condition is 

exp {t(x(l,d))}'dd < » . 
o 

In view of the definition of #(1, 0), this integral is obviously less than 

ƒ <* do \ rT ! r~a do 1 r2T 

e*M — dx\+ I e+(a)dO + \ I e*<*> — dx \+ j e*(~aHB, 
-a dx I J 60 I J a dx I J 7T+0O 

and using (5), also less than 

/

a 

et^e-t^dx + *•(**<«> + e^"a)) Û ±ab + v(e*<a) + e*<~a)) < oo. 
-a 
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Hence a(x, y) is, inside of Df less than a finite harmonic function 
depending only on yp(x). In the domain D, completely interior to R} 

it is therefore bounded from above by a constant depending only on 
yp(x). 

THEOREM. If (i) a(x, y) is subharmonic in R[\x\ <c, \y\ <d] and 

(ii) a(x, y)<e*^x\ \p(x)CL, xC(~c, c), y//(-c)<x>, ^ (c )<oo , 

then for any ô, such that 0<d <d, there is an upper bound Cfor a(x, y) 
in D0[\x\ <c, \y\ <d — 5] dependent only on S and ^(x), but inde
pendent of the particular a(x, y). 

In view of the Lemma 3, it is sufficient to show that there is an a 
and a finite number of domains Dk satisfying the conditions of this 
lemma, and, such that Dk contains (cf. (6)) 2?fc[|:ie—#A.| <a} \y—yk\ 
^c (a ) ] , is contained in R, and that ^Rk covers completely Do. 
Since a(x, y) has a finite upper bound in every Rk, it must be so 
also in Do. And the upper bound will depend only on \l/(x) and Do. 

We determine a > 0 such tha t c(a)—a log 3/2 < 5/2. If we define 
D*[\*\ <d \y\ <d-ô/2], then D0CD*CR, and, if RkCD*} then the 
corresponding DkdR (cf. (3.2)). Since Rk can be any rectangle, of 
the above size, in D* and such that \[/(xk±a) is finite, it is evident 
that we can find a finite number of them covering completely P 0 . 
The theorem is proved. 

COROLLARY: Let f(z) be a function, analytic in R[\x\ <c, \y\ <d], 
such that 

\f(z)\ g M{x). 

If fl)og+ log4" M(x)dx< Qo, then for every domain D0 completely in
terior to R} there exists a </> depending only on Do and M(x), such that 

I ƒ ( * ) | ^ <t> forzC Do. 

There is no loss of generality to suppose M(x)>e. and then the 
sign + can be omitted over the log signs. If f(z) is analytic, then 
log | ƒ(z) | is subharmonic and the result follows from the preceding 
theorem. 

Nils Sjöberg has proved the following theorem:4 

Let M(6) be given and 0 < e < 1. In order that the class of subharmonic 
functionsy defined in \z\ < 1 , which satisfy in 1 — e ^ | s | < 1 

| fx(reid)\ ^ Mid), 

4 Comptes Rendus du Congrès des Mathématiques à Helsinfors, 1938. 
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should be bounded from above in every circle \z\ ^ r 0 < l , it is sufficient 
that 

iog+ M(e)-dd < oo. 

This theorem can easily be deduced from our result. By f = log z, 
we straighten out the concentric circles, and 1 — e ^ | z | < 1 corre
sponds to log ( l - € ) ^ i ? ( f ) < 0 . In this strip /x(f) £M(0), 0 = 3 ( f ) . 
Hence, if M (So) < oo, then, by our result, the class of subharmonic 
functions /*(£") will be bounded in 0O ^ arg Z = S^S0+2T and log (1 — e/2) 
^i?G") =log (1 —e/4). Hence the same is true of /*(z) in 1 — € / 2 g | z | 
S1 — e/4. But the class of subharmonic functions must have the 
same upper bound in | z\ S 1 — e/4. The theorem is proved. 

Similarly we can prove a generalization of the Phragmén-Lindelöf 
theorem :5 

If* (0 f(z) is analytic in $(z) > 0 , (ii) its boundary values on 30&) = 0 
are in absolute value less than 1, (iii) there are two sequences rk—> <*> and 
€&—>0 such that 

\f(z)\ ^ exp [e&ke*w}9 

for rk(l — ô) < \z\ <rk, then 

I ƒ(*) I ^ 1 
From condition (iii) it follows that 

log \f(rkz)\/ekrk^ e^\ 

for 1—8<|z | < 1 . By condition (ii), we can suppose ^(0) =^(7r) =0 . 
In the same way as in the preceding we deduce the existence of a <f>, 
such that 

log | f(rkz) | /ekrk < <t> for 1 - 5/2 < | z \ < 1 - 5/4, 

or 

| f(z) | ^ exp {€*0r*}, (1 - ô/2)rk < \ z \ < (1 - ô/4)rk. 

Now we use the Phragmén-Lindelöf theorem in its classical form6 to 
deduce the desired result. 

UNIVERSITY OF CALIFORNIA 

5 Journal of the London Mathematical Society, vol. 14 (1939), p. 208. 
6 R. Nevanlinna, Eindeutige analytische Funktionen, Berlin, 1936, p. 43. 

m c L, 

for 3(z) > 0. 


