
THE ZEROS OF CERTAIN COMPOSITE POLYNOMIALS 

MORRIS MARDEN 

1. Introduction. If A0(z) is a given rath degree polynomial and 

(1.1) Ak(z) = (pk - z)A'k-i(z) + (7* - fyAk-iiz), yic ?* m + k, 

k = 1, 2, • • • , n1 

we may obtain various theorems on the relative location of the zeros 
of A 0(2) and An(z) by the familiar method of first finding such rela
tions for two successive Ak{z) and then iterating the relations n times. 

This method has already been employed in the study of the zeros of 
sequence (1.1) for the following three cases: (1) for all k, Pk = 0 and 
yk is real;1 (2) for all k, yk~m + l—a limiting case leading to Grace's 
theorem,2 and (3) the limiting case that for all k, as h—»0, *&—»&' 
and h(yk — &)—>1, in which case lim hkAk{z) is a linear combination of 
Ao(z) and its first k derivatives.3 

In the present article we propose to apply the method to the case 
that the parameters (3k and yu are complex numbers represented by 
points within certain given regions of the plane. 

To calculate the nth iterate An{z) in our case, let us define 

(1.2) A(z) s A0(z) s ao + atf + • • • + amzm; 

(1 3) m S (/31 ~ * ) ( /?2 ~ Z) ' ' ' (^n ~ Z) 

s bo + hz + • • • + bnz
n, 

(1.4) C(z) s ( 7 l -* 1 - z)(y2 - 2 - «) • • • (7 . - » - *); 

S(z,k,p) s B W E 
(k+p) (k+p) (k+p) 

y h - 1 y h - 2 T/n-,. - \n- p) 

'In-p Ph - 2 Pit - Z 

where [7Jr)==7y — r] thus yjr) — j is a zero of C(« + r), ^?<w, and the 
sum is formed for all j» such that 1 ̂ ji<J2< • • • <jn-v%n\ 

Presented to the Society, September 2, 1941 ; received by the editors April 8, 1942. 
1 SeeLaguerre, Oeuvres, Paris, 1898, vol. 1 pp. 200-202, and G. Polya, Ueber einem 

Satz von Laguerre, Jber. Deutschen Math. Verein. vol. 38 (1929) pp. 161-168. 
2 See Laguerre, Oeuvres, vol 1 p. 49, and G. Szegö, Bemerkungen zu einem Satz von 

S. H. Grace, Math. Zeit. vol. 13 (1922) pp. 28-55, p. 33. 
3 See M. Fujiwara, Eine Bemerkungen uber die elementare Theorie der algebraischen 

Gleichungen, Tôhoku Math. J. vol. 9 (1916) pp. 102-108; T. Takagi, Note on the 
algebraic equations, Proceedings of the Physico-Mathematical Society of Japan vol. 3 
(1921) pp. 175-179; J. L. Walsh, On the location of the roots of polynomials, Bull. 
Amer. Math. Soc. vol. 30 (1924) p. 52, and M. Marden, On the zeros of the derivative of 
a rational function, Bull. Amer. Math. Soc. vol. 42 (1936) p. 406. 
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S(z, k, n) = B(z) and S(z, k, p) = 0 for p > n. 

Then by repeated use of formula (1.1), we find for 

(1.5) D(z) = An(z) = do+ (1^1 + dmzm 

the two expressions 

D(z) = Zs(z90,p)—±!-
P=o dzp 

(1.6) 
m m— k ffo J_ j)\ \ 

Let us note two special cases of these formulas. First, if ft, = 0 for 
all k, then 

5(0, k,p) = 0 for p 7* 0, 5(0, *, 0) = C(k) 

and, hence, 

(1.7) D{z) = C(0)a0 + C(l)ai«; + • • • + C{m)amzm. 

Secondly, if, for all k, Y& = 7 + 1, where y is any constant other than 
w, m + lj • • • , w + w — 1 , then 

5(0, k, p) = (y-k-p)(y-k-p-l) • • • ( 7 + l - i - n ) E i 8 ^ . ' * ' f t 

= ( - l ) n - p ( » - # ) lCy-k-p,n-pbn-.p 

where Cr,s = r ( r ~ l ) • • • (r — s + l ) / l - 2 • • • s and, hence, except for 
the multiplier n\ 

m m—k 

(1.8) D(z) = 2-f 2 ^ (~~ 1) CntpCy-k-p,n-pCk+p,k<lk-{-pbn-pZk 

with &n_.p = 0 for p > n. 
In what follows it will be convenient to denote by a script capital 

J a region containing all the zeros of a given function F(z). Thus, 
oA: I z\ ^r will mean that all the zeros of the polynomial A{z) lie in 
or on the circle \z\ = r. 

2. Zeros of two successive Ak(z). Using the preceding notation, the 
following lemma may be stated. 

LEMMA. Let y\ =yj—j denote the zeros of C(z). Then, 
(a) oAk : ri ^ | z I ̂  r2 and | j8* | â An imply 
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(2.1) 

tAk+i: riinin 1,-j— r \u\z\ 
L I 7 k - m | J 

r | 7 * | + w X " | 
^ r2 max 1, -1— r ; 

L | 7* — w | J 
(b) <•/ƒ*: | z | Sr and \/3k\ ^\r imply 

i i i i r wx - 17/ h 
(2.2) *Ak+i: \z\^r and \ z | ^ r max 1,-: r- ; 

L I w — 7* I J 
(c) (ŝ fc : coi ^ arg 3 ̂  co2 with co2 — coi g w and /3/b = 0 imply 

*Ah+i' w\ + min ( 0, arg — ) g arg z 
\ jk — ml 

I 7k \ 
^ co2 + max ( 0, arg 1. 

\ 7 / ' — m/ 

(2-3) 

This lemma may be deduced from the results of a previous paper4 

or may be proved directly as follows. 
Let<vf& be a circular region and let f be any zero of Ak+i(z) outside 

zAk* Then, by Laguerre's theorem,5 there exists a point a \nzAk such 
that [Al(Ç)/Ak{Ç)]=m/(Ç-a) and, hence, by (1.1) 

7* a — Wj8* 
(2.4) r = ; • 

7* — *» 
In particular for |#b| ^Xfi, if <̂ f&: | s | ^ 2 , then6 we have that 

|f| ^r2(\yk I +wX)|7* — ra|-1, whereas if à/f*,: | s | è n , then 
|f I *zri(\yk I — mX)\yk' —rn\~'1. Hence, if all the zeros of Ak(z) lie in 
the ring r\S. \z\ ^r 2 , an arbitrarily chosen zero of Ak+i{z) must lie 
in the ring (2.1). 

If |/3*| èArand<vf*: \z\ g r , then |f | ^ r ( r o X - \yk' \ )\y£ - r o m a n d 
hence the zeros of Ak+i(z) not satisfying the first inequality (2.2) 
must satisfy the second inequality (2.2). 

Finally, for ft, = 0, ifçyf&ico^args^co+TT, thenco+arg [7/ (7/ — m)~l\ 
^ a r g f gco+7T+arg [7/ (7 / —m)""1]. Setting w = coi and CO = Ü>2 —TT and 
combining the results, we conclude that, if all the zeros of Ak(z) lie 
in the sector coi^ arg 0^w2, then all the zeros of A *+i(z) lie in the sector 
(2-3). 

4 M. Marden, ibid. pp. 400-401. See also J. L. Walsh, On the location of the roots 
of certain types of polynomials, Trans. Amer. Math. Soc. vol. 24 (1922) p. 169, lemma, 
and Polya-Szegö, Aufgaben der Analysis, Berlin 1925 vol. 2 p. 58, problem 117. 

6 Laguerre, Oeuvres> vol. 1 p. 49. 
6 See M. Marden, ibid. p. 402. 
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3. Zeros of A 0(z) and An(z). We shall now apply part (1) of the 
lemma to the successive Ak(z) in order to determine the relative 
location of the zeros of the polynomials A (z) ^A0(z), B(z), C(z) and 
D(z)^An(z). In addition to the notation used hitherto, we shall use 
the symbol (£(#) for the polynomial whose zeros are the moduli of 
the zeros of C(z) : 

<£(*) = ( h / 1 - * ) ( | Y I ' I - * ) • • • (|T« \-Z). 

THEOREM I. Given the positive constants p and X ( \ < 1 ) . Then, 
(1) QA: \z\^r> <B: \z\ ^\r and Q: p\z — m\ à \z\ +m\ imply 

V: \z\ ^r max (1, pw); 
(2)aA: \z\ g r , <B: \z\ ^\r and Q: 0<p\z-m\ ^\z\ +m\withp^l 

imply V: \z\ £r\ 6 ( - r aX) /C(m) | ; 
(3)<vüf: \z\^r, « : \z\ ^\r\&{m\)/C(m)\ and Ç: p\z-m\^ 

\z\ — raX>0 with p ^ l imply V: \z\ }£r\ d£(mX)/C(m)\ ; 
(4)<vdf: |*| ^ r , fi: |g | ^Xrmin (1, pn) and Q:0<p\z-m\ g |*| — mX 

imply <D: | s | ^ r min (1, pn). 

To prove this theorem, let us define 

Mfc = | m - y£ | ( | T* | + w X ) ï 

MA = max ju /x2 MA; ; 

vk = \m — yû \ 

** = 0 
AT • ^ * 2 

iv & = min vx v2 -

'K I 7* I - *»X) if | 

where 07 = 0, 1 ; 

y£ I > wX and 

if I 7fc I = X w î 
where o-,- = 0, 1. 

If QA: \Z\ ^r and 43: | sj gXr, then by the right side of (2.1) 

<Ai: \z\ £ rMu <vf2: | « | g rM2, • • • ,*An: \z\ ^ rMw. 

Since in part (1) of Theorem I 

Mfc ^ P> 

Mn = max (1, pw), and, since in part (2) ju& ^ 1, 

Mn = M1M2 • • • fin = I S( — m\)/C(m) | . 

If c/f: | z | è f and <B: (s| gXrWn, then by the left side of (2.1) 

<^i: I » I è rtfi, <vf2: I « I ^ rN2, • • • , ^ „ : \z\ ^ rNn. 

Since in part (3) of Theorem I O O f c ^ p ^ l , Nn = v\V2 • • • vn 

= I 6(wX)/C(w) I ; whereas since in part (4) vk^p, iVn = min (1, pw). 
We have thus established Theorem I. 
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I t is to be noticed that each region Q of Theorem I is bounded by 
one of the ovals p\m— z\ —\z\ ±m\ of the cartesian curve7 

(3.1) [ ( p 2 - l)(x2 + y2) - 2ntp2x + tn2(p2 - X2)]2 = 4m2\2(x2 + y2) 

having ordinary foci at the three points z = 0, z — m and z = 
m(p2 — l)_1(p2—X2) and a singular focus at the point z = mp2(p2 — I)"1 . 
If p > l , curve (3.1) consists of two nested ovals both enclosing z = m 
and both excluding s = 0; in this case, the region Q of part (1) of the 
theorem is the exterior of the outer oval, Q of part (2) is the interior of 
the outer oval exclusive of point z = m and Q of part (4) is the interior 
of the inner oval exclusive of point z = m. If p = 1, curve (3.1) degener
ates into the hyperbola with foci at 3 = 0 and z = m and transverse 
axis of raX; in this case Q of part (1) is the region left of the left 
branch of the hyperbola, Q of part (2) is the region right of the left 
branch not including z = m, Q of part (3) is the region common to the 
exterior of circle | z \ = m\ and the left of the right branch and Q of 
part (4) is the interior of the right branch with point z = m omitted. 
If X < p < l , curve (3.1) consists of nested ovals, now however both 
containing z = 0 and excluding z = m; in this case, Q of part (1) is the 
interior of the inner oval, Q of part (3) is the region common to the 
exterior of circle | z\ —m\ and the interior of the outer oval and Q of 
part (4) is the exterior of the outer oval exclusive of point z — m. In 
the latter case, if p—»X, the inner oval shrinks to a point and hence, 
for p<X, Q of part (1) is a null-set, and the Q's of parts (3) and (4) 
are those described for X < p < 1. 

In the foregoing discussion, we have implied that X^O. If X = 0, 
curve (3.1) dégénéra tes into the dipolar circle p\z — m | = |z | and D(z) 
is given by formula (1.7). We may thus state the following corollary. 

COROLLARY. If all the zeros of a polynomial A(z)=a0+aiz+ • • • 
+amzm lie in the ring 0 ̂  m ^ | z | Sr^ °° and if all the zeros of an nth 
degree polynomial C(z) lie in the connected region bounded by the circles 
\z\ =pi\z — m\ and \z\ =p2\z — m\ with pi^p2, then all the zeros of the 
polynomial D(z) = C(0)a0+C(l)aiZ+ • • • +C(m)amzmUeinthering* 

(3.2) rx min (1, pi) ^ | z \ S r2 max (1, pi). 

If p2 < 1, the left side of (3.2) may be replaced by the then larger number 

7 See G. Loria, Curve plane speciali, Milan, 1930, vol. I pp. 212-214. 
8 For the cases (1) n = 0 , pi = 0, P2 = l ; (2) r 2 = °°, pi — 1 , P2= °° ; and (3) ri=r2, 

Pi = p2 = 1, see N. Obrechkoff, Sur les zeros des polynômes, C. R. Acad. Sci. Paris vol. 
209 (1939) pp. 1270-1272, and L. Weisner, Roots of certain classes of polynomials, 
Bull. Amer. Math. Soc. vol. 48 (1942) p . 283-286. 
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ri I C(0)/C(m) | and, if 1 <pi, the right side may be replaced by the then 
smaller number r2| C(0)/C(m) | . 

So far we have applied part (1) of the lemma to the successive 
Ak(z). Similarly, if we apply part (3) of the lemma and formula (1.7), 
we may obtain the following result. 

THEOREM I I . If all the zeros of the polynomial A (z) =a0+aiz+ • • • 
+amzm are in the sector coi ^ arg z Sœ2 with o)2—coi = o)^irf and if all the 
zeros of an nth degree polynomial C(z) are in the lune 0i ̂  arg [z/(z — m)] 
g 02 with 10i I +|^21 ^(TT — o))/n, then all the zeros of the polynomial 
D(z)=a0C(0)+aiC(l)z+ • • • +amC(m)zm lie in the sector 

(S.3) coi + min (0, ndi) ^ arg z ^ œ2 + max (0, nd2). 

If 02 < 0 , min (O, ndi) may be replaced in (3.3) by the then larger number 
arg C(0)/C(m) and, if O<0i, max (0, n62) may be replaced by the then 
smaller number arg C(0)/C(m). 

4. Entire functions. Theorem II and the corollary to Theorem I 
may be generalized at once through replacing 

D(z) = a0C(0) + axC(\)z + • • • + amC(m)zm 

= Ô(Ô! - z)(Ö2 - z) • • • (Ôm - z) 

by 

F(z) = a0E(0) + axE(l)z H + amE(m)zm
1 

where 

E(z) = eXzC(z) and X = /* + iv. 

In fact, since 

m m 

F(z) = £ akC(k)eXkzk = D(eh) = ôe^YL (ôke~* - z), 
A;=0 & = 1 

the substitution of £(s) and F(z) for C(JS) and D(z) would require 
only the following changes: in the corollary to Theorem I, inequality 
(3.2) becomes 

(4.1) e r\ min (1, pi) g | z | ^ e *r2 max (1, p2) 

where emM |£(0)/.E(w)| may replace min (1, p?) if p 2 ^ l and max ( l , pj) 
if p i ^ 1 ; in Theorem II, inequality (3.3) becomes 

(4.2) coi — v + min (0, n0i) ^ arg 2 ^ w2 — v + max (0, nd2) 
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where [ra*>+arg E(0)/E(m)] may replace min (O, ndi) if 02^O and 
max (0, nB%) if O<0i. 

Furthermore, these results may be extended to entire functions 
E(z) of genus zero or one provided the zeros of E(z) are assumed to 
lie in infinite regions, determined by taking pi = 1 or p2 = 1 and 

THEOREM I I I . Given the entire functions 

A(z) = T, «***» E(z) = «^II( 1 ) *v> 

m 

F(s) = Z «*£(*)**, 
fc=0 

where \j = jJij+ivj. 
(a) /ƒ a// /Ae zm?,? <?ƒ A (z) lie in the ring 0 ̂  rj. ^ 121 ^ r2 S °°, i / #// 

/&£ JS^ÖS of E(z) lie in the region p i ^ | z/(z — m) | ^ p 2 with at least one 
number pi, p2 unity, and if M0+M1+ * * * —>M> *Aew a// /Ae se/w of F(z) 
lie in the ring Kie^riS \ z\ ^K2e~lir2, where Ki=l or e"w| E(0)/E(m) \ 
according as pi = 1 or px<l and K2=\ or eM™|E(0)/E(m) \ according 
as 1 =p 2 or 1 <p2 . 

(b) If all the zeros of A(z) lie in the sector coi^arg z^œ2 with 
co2—coi ^7r, f̂ a// /^e zeros of E(z) lie on the real axis outside of the seg
ment (0, m) and if PO + PX + • • • —»?, /Aew a// the zeros of F{z) lie in the 
sector coi — v ̂  arg JS ^ co2 — *>. 

Theorem III(b) is a partial generalization of results due to Laguerre 
and Polya1 in the case that both v = 0 and all the zeros of A (z) are 
real. However, it may also be derived from this special case by use 
of the theorem quoted in problem 153, p. 65, vol. 2 Polya-Szegö's 
Aufgaben der Analysis. For this fact and its following proof, the 
author is indebted to the referee, Professor Polya. 

We may assume without loss of generality that v = 0. Then, accord
ing to the Laguerre-Polya results, ak = E{k) form a set of multipliers 
such that, if any polynomial A{z) = a 0+ai£ + • • • +amzm has only 
positive (negative) zeros, so has also the polynomial C(z)=aoao 
+aiaiz+ • • • + amamzm. But such multipliers have also the property 
that, if all the zeros of A (z) lie in the sector coi^arg z^œ2 with 
co2—coi^x, all the zeros of C(z) also lie in this sector. For, since all 
the zeros of (l+z)m are negative, the zeros of polynomial 

G(z) = «o + Cm,\oiiZ + Cm,2a2z
2 + • • • + amzm 

are also all negative, and, since the sector is a convex region contain-
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ing the origin, the theorem from Polya-Szegö may be applied with 
the F(z) of the theorem taken as A (z). Theorem 111(b) then follows 
immediately. 

As an application of Theorem III, let us consider the poly
nomial F(z)=jy~oakG(k+p)zk where p>0 and G(z)=T(z)~1 

= ^ n * = i ( l + n~'1z)e~zln
} the reciprocal of the gamma function. 

Since J> = 0 and all the zeros of G(z-\-p) are negative, any sector 
wi ̂  arg z ̂  C02 S 7T—coi containing all the zeros of A (z) will also contain 
all the zeros of F(z). For example, if A{z) = (2 — 2)(z+l — i), then 
F(z)=0.5z2-(l+i)z-2 + 2i, which has the zeros (3.058 + 0.514*) and 
( —1.058 +1.486i), both thus being in the sector O^arg 3^135° con
taining the zeros of A(z). 
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ON THE EXTENSION OF A VECTOR FUNCTION SO AS 
TO PRESERVE A LIPSCHITZ CONDITION 

F. A. VALENTINE 

1. Introduction. Let F be a two-dimensional Euclidean space, and 
let x be a vector ranging over V. The vector function f(x) is to be a 
vector in V defined over a set 5 of the space V. The Euclidean dis
tance between any two points x and y in the plane is denoted by 
\x— y\. Furthermore ƒ (x) is to satisfy a Lipschitz condition, so that 
there exists a positive constant K such that 

(1) | / ( * i ) - ƒ ( * * ) ! ^ K\*i- **\ 

holds for all pairs xi and #2 in 5. 
In event ƒ (x) is a real-valued function of a variable x ranging over 

a set S of a metric space, then the extension of the definition of f(x) 
to any set T^)S so as to satisfy the condition (1) has been accom
plished.1 The present paper establishes the result that the vector 
function f(x) can be extended to any set TZ)S so as to satisfy the 
Lipschitz condition with the same constant K. In §3 it is shown how 
the method used to obtain the above result can be applied to yield 
an extension for the case considered by McShane.2 If f(x) has its 

Presented to the Society, April 11, 1942; received by the editors May 11, 1942. 
1 E. J. McShane, Extension of range of functions, Bull. Amer. Math. Soc. vol. 40 

(1934) pp. 837-842. 
2 Loc. cit. 


