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1. Introduction. The boundary value and characteristic value 
problems are classical questions in the theory of partial differ
ential equations of elliptic type. A method for actual solution 
of these problems consisting of approximations by expressions 
PTw=X]?-i^w)0>'(^) y)> where 0„(#, y) are particular solutions of the 
considered differential equation, has been given by Bergman (see [l J).1 

Here the a£n) are constants which are to be determined by the require
ment that the values of Wn on the boundary approximate the given 
data (for details see [ l ]) .2 

In applying this method it is important for practical purposes to 
obtain a simple procedure for the construction of the particular solu-
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1 The numbers in the brackets refer to the bibliography. 
2 This method is in a certain sense the reverse of the Rayleigh-Ritz method in 

which the approximating expressions satisfy the boundary conditions but do not 
satisfy the given equation. 
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tions. In this connection Bergman [2] has proved that to every 
equation 

(1) L{U) = Uzi + aUz + bUz + cU = 0, 

where a, b, c are functions of z=x+iy and z~x—iy and Uz — dU/dz} 

Uz — dU/dz, Uzi~d2U/dzdz, there exist functions E(z, z, i) such that 

(2) P(J) = ƒ +lE(z} z, 0/(8(1 - P)/2)dt/{\ - t*yi\ 

where ƒ is an arbitrary analytic function of one complex variable, 
will be a particular solution of L(Z7) = 0.3 

To expedite the numerical computation for practical problems we 
further desire tha t E has a simple structure so that we may easily 
evaluate the integral (2) for arbitrary values of z, z. In this note we 
shall determine certain types of equations, L( U) = 0, for which E has 
the simple form 

(3) E(z, z, t) = exp (Ntn + Mtm), 

where N = N(z, z) and M=M(2, z). We shall further show-how M 
and N may be determined from the coefficients a, 6, c. 

We note further that our results can also be successfully used for 
the study of the singularities of the functions U satisfying (1). In 
our case it is possible to show that the functions V possess certain 
singularities which may be characterized independently of the repre
sentation (2) by the property that these U satisfy certain ordinary 
differential equations in addition to L{U) = 0 . 

3 The equation (1) is equivalent to the system of two equations AZ7(1)/4+^4 jjx /2 

+ 5 V™l2+CVfl2 +D Uf/2 +ci U™ -c2 U^^O, A £/<2>/4 -CU^/2 -D U™/2 

+AU™/2+BUl2)/2+c2UW+c1UW=0 where £/= U<*>+iU<»t c = Ci+ic2, 
i l - [ ( a + < * ) + (&+5)]/2, B = [(a-â)-(b-l)]/2i, C = - [(a-a) +(b~b)]/2i, 
£>= [(a-M) —(b+b)]/2. If a = b and c is real then these equations are completely in
dependent of each other and it is only necessary to take the real part of (2) (see 
[1, P. 540]). 

If a^b — c — 0; that is, if L(U)=AU-0, then we may take £ = 1. Tha t is to say 
tha t every analytic function of one complex variable is a complex harmonic function. 
Thus analogous to the case of complex harmonic functions the totality of solutions 
of the equation L(U)—0 is the sum of two subclasses obtained by the operator P; 
one from analytic functions and the other from anti-analytic functions of one complex 
variable. Using these results and the theorem of Runge, Bergman has further shown 
that the representation (2) yields a method for constructing a denumerable set, S, of 
particular solutions (which is independent of the domain) which is complete for the 
totality of solutions in every star-domain with the center at the origin (see [l]). 
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2. The equation L(U)=0 for which (2) with E of the form (3) 
is a class of particular solutions. As is easily seen the equation (1) 
can always be transformed into the equation 

(4) L'(V) = V* + BV* + CV = 0 

(see also [2, p. 1172]). Thus it suffices to consider this equation. To 
simplify the notation in the following theorem we shall use p(v) to 
denote an arbitrary function of z only and q(p) to denote an arbitrary 
function of z only ; we shall thus omit the arguments. kv shall denote 
constants and piv) =dp(v)/dz, q^ =dqiv)/dz. ƒ shall denote an arbi
trary analytic function of one complex variable. 

THEOREM I. In the equation I / ( V ) = 0 let the coefficients B and C 
have the following forms 

(5) 

I i : 

I 2 : 

I I : 

I I I : 

IV i : 

IV2 : 

V: 

B = 0 

& = — pz 

B = 0 

B = - ki 
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B = - q 

R „ ( 6 ) 
B = - q 

B = 2k2z + 
(7) 

and 

and 

and 

and 

and 

and 

and 

r (1) ( 1 ) / o C = - q qi /I, 

r (2) ( 2 ) / o C = - q qi 12, 

C = - 3k3zq^/4 
n (4) (4) 
C = - qz q / 2 , 

C = (dB/dz)/2, 

c = - qr/2, 
C = q?l2. 

Then every function 

(6) 7 = 1 exp (Ntn + Mtm)f(z(l - t2)/2)dt/(l - t2)1'2 

is a particular solution of (4) and moreover, in the respective cases 

II 
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(3) ( 8 ) . 
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(9) 

On the other hand if (6) with n, m, and M given by (7) are solutions 
ofL'(V) = 0for an arbitrary f then the coefficients B and C can be repre
sented by the forms (5).4 

PROOF. The proof of this theorem is obtained by considering special 
cases of the general form of E, (3). A given form of E will determine a 
solution, V, of the partial differential equation, Z / ( F ) = 0 , provided 
the coefficients B and C, satisfy the equation 

(8) G(E) = (1 - *)(£„) - Ezjt + 2zt(Ezz + BE, + CE) = 0 

(see [2, p. 1171]). 
With the given form (3) we then desire to determine N, M, B and C 

in such a way tha t this equation is satisfied. The required derivatives 
a r e f E, = eP*+Mtm[t*Ni + tmMi], 

Et = eNtn+Mim[tm~lmM + tn-lnN], 

Ez = eNtn+Mim\tmMz + tnNz], 

Ea = eNtn+Mtm[tm-lniMs + t2m~lmMMz + tn~lnNz 

+ t»+™-\mMNg + nNMz) + t2n-lnNNz], 

Ezz = eNtn+Mtm[t™Mzz + t2™MzMz + tnNzz 

+ tn+™(MzNz + MZNZ) + t2nNzNz]. 

These values are to be substituted into (8). When the substitu
tion is made and the equation is divided by the common factor 
exp (Ntn+Mtm) we have an equation which is zero for an arbitrary t; 
thus the coefficients of each power of t must vanish. This gives us 
the following system of equations 

f/™-1: O - \)MZ = 0 

J2"*-1: mMMz = 0, 

{n - 1)NZ = 0, 

mMNi + nNMi = 0, 

nNN9 = 0, 

(2Bz - m)Ms + 2zMzz = 0, 

2zMzMz - mMMz = 0, 

(2Bz - n)Nz + 2zNzz = 0, 

- mMNs - nNMi + 2zMzNz + 2zMzNz = 0, 

- nNNz + 2zNzNz = 0, 

2zC = 0. 

(10) 

#n+ra—1. 

tm+l: 

tn+1: 

}2n+l. 

t: 
4 This theorem includes the special cases discussed by Bergman in [2], 
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For various values of m and n this system will take different forms. 
For many values trivial6 solutions arise but for others non-trivial solu
tions exist. We thus obtain the various cases of the theorem. 

We shall develop the case for w = 2 and w=4. The system (10) 
then is 

i9: NB(2ZN, - 4i\0 = 0, 

f: Mz(2zNz - 4N) + 4NNZ - 2MNZ + 2zNzMz ^ 0, 

t*: 2MNZ + ANMZ - 2MMZ - 4 # , + 2zMzM-z 

+ 2zNzz + 2BzNz = 0, 

U3: 2MMZ + 3N2 - 2Jf, + 2zMzz + 2BzMz = 0, 

[t: Mz + 2Cz = 0. 

From the first equation of (11) it appears that we must consider two 
cases: ^ = 0 and Nz^0. Let us consider the first case; then this 
equation is satisfied. The second equation becomes 

(12) M»(2zN. - 4i\0 = 0. 

We need not consider Mz = 0 as with Nê=0 this would reduce to a 
trivial case; we thus take M^O and from (12) we get 

2zNg - 4N = 0. 

Solving this equation we obtain 

(13) N = kz\ 

The third equation of (11) then reads 

4NM» - 2MMi + 2zMzMs = 0 

and since ikf^O and by (13) it becomes 

2kz2 - M + zMz = 0. 

The solution of this equation is 

(14) M = - (2>b2 + zq). 

We now consider the fourth equation of (11) which reads 

(15) 2MM-Z - 2MZ + 2zMzS + 2BzMz = 0. 

From (14) we get Mz = — zqz and Mzz = — qz; substituting these into 
the equation (IS) we can solve for J5, getting 

(16) B = 2kz + q. 
5 By a trivial solution we mean a solution which gives B = C = i k f = i V = 0 , 



i943] PARTIAL DIFFERENTIAL EQUATIONS 161 

The last equation of (11) reads 

M-z + 2CZ = 0 
so tha t we get 

(17) C = q,/2. 

We thus have case V of the theorem. The other cases can be proved 
in a similar manner.6 I t is easily seen that all the cases satisfy equa
tion (8). 

I t remains to prove that if (2) is a solution of (4); that is, 
L(P(f)) = 0, for every ƒ then G(E) = 0. Let ƒ = («(1 -t2)/2)», then by 
taking the derivatives of V = P(f) and substituting into (4) we see 
that it reduces to prove that from 

r + 1 (1 -*2)"G(£) 
(18) i-_l__L dtss o, M = 0, 1, 2, . . . , 

it follows that G(E) = 0. This follows directly from the fact that in the 
integral G(E) is an even function of t and the completeness of the 
system t*. 

3. A discussion of the form of Ey (3). The question of whether 
or not Theorem I gives all the partial differential equations (4) which 
have solutions (2) with E in the form (3) has not been completely 
answered. However, the number of non-trivial solutions for B and C 
is definitely limited and it is possible to give certain relations be
tween m and n in this case by studying the relations between the 
exponents of / in E. For certain values of m and n, C = 0 and for 
others only trivial solutions can result. 

We proceed to analyze the system (10) by comparing the ex
ponents of /. The last equation of this system shows that in general 
C is zero unless m and n have values which will make at least one of 
the other exponents equal to 1. In order to avoid duplication of 
possible cases we may, without any loss of generality, make the fol
lowing assumptions on the values of m and n: 

(19) we shall take n<m if n and m have different signs and 
I n\ > I m| in all other cases. 

We thus formulate the conditions for m and n for which C = 0 and in 
Theorem II I , conditions for which B and C do not vanish simul
taneously. 

THEOREM I I . (a) When n>0 and m>0, C — 0 unless m — \ or m = 2. 
6 A typewritten copy of the enlarged proof with a discussion of all the cases is 

available at the Brown University Library. 
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(b) When n<0 and m<0} C = 0. (c) When n<0 and m>0, C = 0 un-
less m = lf m = 2y or n= — m. 

The proof of this theorem follows directly by comparing the ex
ponents of t in (10). 

THEOREM I I I . The non-trivial solutions f or B and C are possible 
(i) for all m only if n = 2, n = rn + 2, n~rn — 2, n= — m, n = 2—rn, 

n = nt + l,n = l, n = m/21 n = (m + 2)/2; 
(ii) for all n only if m = 0 or m = 2. 

PROOF. Consider the coefficient of t2n~l. If no other exponent is 
equal to 2n — 1 then we have nNNt = 0. By (19) we have w^O and 
thus for this equation to be satisfied Ni = 0. Consider the coefficient 
of /n+m~1. If no other exponent is equal to n+nt — l then using the 
fact that ^ = 0 this coefficient is nNMz = 0 and since n 7*0 we must 
have Mz = 0 for this equation to be satisfied. But with NS = 0 and 
Ms = 0 we see by substitution into (10) that 5 = C = 0. Hence the 
non-trivial solutions for B and C for general values of m and n are 
possible only if either of the exponents n+rn — 1 or 2n — \ is equal to 
some other exponent. Checking all these possibilities and using (19) 
we obtain the conditions of the theorem. 
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