
RESIDUE THEOREMS OF HARMONIC FUNCTIONS 
OF THREE VARIABLES 

STEFAN BERGMAN 

1. Introduction. The connection between analytic functions of one 
complex variable and harmonic functions of two real variables is 
used in the study of the latter functions. The analogy suggests gener­
alizations of these methods of at tack to the case of three variables. 

Suppose that O is some operation which transforms the class of 
analytic functions of the complex variable u into the class of harmonic 
functions of three variables xi, x2, x3. If O possesses the property that 
to every harmonic polynomial of the nth degree there corresponds an 
expression of the form A [u(x\, x2, #3) ] n , where u is a linear expression 
in xu %2, X3, then such an operation yields a representation of spherical 
harmonics. 

The existing representations of the spherical harmonics lead us to 
several operations O. The operation P described below (a generaliza­
tion of the known Whittaker 's formula) seems to be the most suitable 
for the questions considered in this note. 

Let F be the class of analytic functions of complex variables u and f, 
where u == xi+ (i/2) (x2+ixz)^~1 + (i/2) (x2 —ixz)Ç. By the operation 

(1.1) p(/, $\ so = (i/2w) f /(u, r)#, x = (*i, *„ *.) ev\x) 

F is transformed into the class of (complex) harmonic1 functions 
(see [l, 2]2). V3(X) denotes a sufficiently small neighborhood of the 
point 2>= (tu t2, h), and Q1 is a closed curve in the f-plane. 

P(/> ^.S 20 is a functional. If we carry out the integration for 
3£G^3(£) and we continue analytically the obtained harmonic func­
tion H(H) to a point §)G^3(3S), then the continued function is not 
necessarily equal to P(/ , Si1, 93). This is the reason why it is necessary 
to indicate the point £ in the neighborhood of which the integration 
is carried out. 

Presented to the Society, April 3, 1942 under the title Three-dimensional flow 
of a perfect incompressible fluid and its singularities; received by the editors April 13, 
1942. 

1 Here and hereafter harmonic functions mean harmonic functions of three real 
variables xh x2, #3, except when we specifically state tha t we mean harmonic functions 
of two variables. By taking the real or imaginary part in the formulas for complex 
harmonic functions we obtain analogous results for real harmonic functions. 

2 The numbers in brackets refer to the bibliography. 
E [ • • • ] means the set of points satisfying the relations indicated in the brackets. 

Superscripts over a manifold indicate its dimensionality. 
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The analogy suggests further consideration of harmonic vectors 
^(3e)=^1)(3e)i1+Sr<2>(ï)i2+iJ(3H3e)t3, in addition to a single func­
tion, where H(k) are harmonic functions connected by certain differ­
ential relations.3 U is the unit vector in the Xk direction. 

In §§2 and 3 we shall consider harmonic vectors 

$(36) = W. £S £) - P[/.3.1.£]ii + P[(V2)(f + r1)/,£SSE]t. 
+ p[(i/2)(r-r1)/,^1 .ï]is. 

Clearly, curl § = 0, div § = 0 at every point at which all components 
of § are regular. 

Consider vectors £ ( $ ) = #(1)($)ti+il<2>(g))t2, 2)= (3>i, 3^) of two real 
variables yi, y2 for which we have curl f£> = 0, div ^ = 0. ftffQ-dty^O 
if 3x is a closed curve, and if 31 can be shrunk to a point in a regu­
larity domain of § . (• means the scalar product.) If singularities of 
p̂ lie inside of 31 or § is a many valued function the residue theorem 

yields well known relations. 
Let 2^2 be some simply connected domain in which 31 lies, and let 

€>=€)i"f2^t-i©^; where &i is a vector which is regular in R̂,2. Then 

f £•<*§) = L$i"<*9+ È f ®*-<*9-
J 3 1 J 3 1 jb-i-zö1 

In this connection we make the trivial simplification that we limit 
ourselves to the case of suitable standard vectors © which possess 
one singular point (or one connected singular line in the case of three 
variables). 

If ©(§))= Im [(s-cO-^i i + Re [(z-a)-1]^ then /gi@(g))-d9=2ir 
if a lies inside of 31. Since © can be considered as a harmonic vector 
in three variables the above relation may be formulated in the follow­
ing form. Let © ( ï ) be a harmonic vector which in appropriate co­
ordinates 3/1, 3/2, 3>3 may be written 

© = Im (yx + iy2 — a)""Hi + Re (yi + iy2 — a)_1t2 + 0 • t3. 

Then /3*©(36) -dX=2T if 31 cannot be reduced to a point without 
cutting E [3*3 = 0, yi+iy2 = ot]. As it is known (see [l, 2]) there exist 
algebraic harmonic functions with singularity lines or points [see 

3 Harmonic vectors are met in physical applications especially in the theory of a 
perfect incompressible fluid. 

The above mentioned differential relations can vary in nature depending upon the 
question which has to be considered. We limit ourselves in this paper to special rela­
tions, namely, curl £ = 0 , div ^} = 0 in §§2 and 3 and (4.3) in §4. However, in many 
instances with certain changes we may extend our results to much more general rela­
tions. 
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(2.5) p. 166] which cannot be represented as harmonic functions of 
two variables. In §§2 and 3 we introduce harmonic vectors ©(36) with 
such singularities and consider 

^ ©,(*)•<**. 

Here ©& are branches of © and ï iH ) points which satisfy certain alge­
braic relations. We show that the above expression is equal to a quan­
tity connected with the singularity, which may be interpreted as the 
residue of @.4 

A theorem of related character concerning surface integrals is 
given in §4. 

As pointed out before, the operation P transforms a polynomial in 
u and f into a harmonic polynomial of the same degree. 

As we shall see below a rational function ƒ is in general transformed 
into an algebraic harmonic function of The question arises 
whether every algebraic harmonic function A (xi, x^ xz) can be repre­
sented in the form P(/, §i , %) where ƒ is a rational function in u and f. 
This question has not been answered. However, from the result of 
[2, p. 637] follows that A(xi, #2, #3) can be represented in the above 
form with ƒ =/<ja(w, f, T)dT, a being an algebraic function in u, f, T. 

2. Singularities of harmonic functions. The introduction of the 
operator (1.1) gives a simple procedure for the construction of stand­
ard functions with singularities. Suppose that f(u, f) has poles, say 
for instance ƒ = p/q, where p and q are polynomials in u and f. For 
simplicity's sake we shall suppose that q—\u —0(f) ]f* where $(£) is a 
polynomial in f and 5 a non-negative integer. 

In order to study the functional 

(2.1) V[p/q, $}, X] = ~ f 4 ^ 4 #. * G V*(X), * = (*. *> *à> 
2irtJgq(u, f) 

as a function of X it is useful to consider (2.1) in the (five-dimen­
sional) space #i, #2, #3, £, Vi where f = £+^7-

(2.2) Z3 = E{g[fo + (i/2)(x2 + ixz)r
l + (*/2)(* - «*)£), f] = 0} 

is the singularity manifold of p/q. Z3 can also be written in the form 

(2.3) Z* = E[ r =$-„(*) ,*= 1 , 2 , . . . , » ] 

where f„ are algebraic functions of XXi X2i Xz and n the degree of g in f. 
4 This result has a certain similarity with Abel's theorem in the theory of inte­

grals of algebraic functions. 
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At every point X, except those which lie in 

v1 = E \ n [*-.(*) - r*(*)]2 - o\ 

we have w distinct branches Z^=E [f = r„(36)],J> = 1, 2, • • • , n of Z3. 
Suppose D ^ U 1 , and gj, p = 1, 2, • • • , », are chosen in such a way 

that one and only one f*(£)) lies inside of each ÇJ. Then by the 
residue theorem T?\fi/q, Q\, £)] = 5,(36), where 5„ is the corresponding 
branch of 

= p[(*i + (i/2)(x2 + ixdr1 + (i/2)(x2 - ixM), f ] 

(2.4) a{?[(*i +(»/2)(^ + i ^ r 1 +(i/2)(x2- ix*)t), r]}/^r 

g[(*i + (i/2)(x% + ixz)r
l + (i/2)(x2 - «*)$•), f] = 0. 

5(36) is an algebraic function which possesses n branches. We denote 
the (multiply covered) Xi, x2, #3-space in which 5(36) is univalent by 
2^3; its sheets (which are supposed to be obtained by appropriate 
cuts), by6 ^ The singularity line of 5(36) is 

q[(xi + (i/2)(x* + ixdr1 + (i/2)(x2 - M*)f)f f ] = 0, 

(2-5) 
dq[(xx + (i/2)(x2 + ixz)r

l + (*/2)(tt - fo)f), f ] = 

EXAMPLE. P f ^ - a i ) - ^ - 1 , £ \ £ ] , £ i = E[f = é^, 0 g / ^ 2 i r ] , a ^ O , 
/ i ^ 0 is a two valued function. (See [l , p. 655].) If a>0 then the 
singularity line E[#i = 0, #2+#3 = a 2 ] 'ls the branch line. For a = 0 this 
branch line shrinks to a point, both branches 5&(36) = (~-l)k+l/r 
for k = 1, 2, r = (^?+^2+^3)1/2, are connected only at the origin. 

We further note that P[ ( l /2 ) ( f ^-f- 1 )**- 1^ 1 , 3.1, £ ] = -ir~l cos0 
•tan (0/2), P [ ( l / 2 ^ ) ( f - r i ) w - i r i , £*, ï ] = - ^ > " 1 sin 0 tan (0/2) 
for / ]>0 . Here ry 0, </> are polar coordinates. 

In study of the representation (2.1) the points 36 which satisfy the 
equation q[(xi+(i/2)(x2+ixz)Ç-1 + (i/2)(x2 —ixz)Ç), f ] = 0 (for an 
appropriate f) are of importance. In this connection it is useful to in­
troduce certain curves, j£}(Ç). 

5 We suppose here that f = 0 lies outside of Qv. Otherwise, and also for the evalua­
tion of (2.1) if the degree of q (in u) is higher than 1, see [2, pp. 644-650], especially 
the formulas (7) and (10). 

We note tha t the 5^J are not necessarily connected with each other in the real 
Xi, Xi, x3-space. 
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(2.7) 

By the correspondence 

(2.6) £ -> u = xi + (i/2)(x2 + ix*)rl + (i/2)(x2 - *x3)f 

we associate to every point 36 of the xi, x2, #3-space a point u of the 
complex plane. On the other hand to the point A +iB of the w-plane 
there corresponds a line ^ ( f , A+iB) in the xi, #2, #3-space. If we 
write X2+ixs = pei<p, Ç = Teia then from u=A+iB it follows that 
^<(^«) r - i + 2^ip-1+^"-*<^«>r==2p-"1(i4+*5) or 

<p = a + arc cos . 
r + r - U 

We put 

(2.8) -CHr) = ^ [ 1 - , *(f)] 

where <f>(^) is the polynomial introduced on p. 165. For XG^Hfo) we 
have 

q(u, U) = ?[(*i + (*/2)(«4 + M * ) ^ 1 + (V2)(x2 - **»)&>), foj 

= ri[«o-*(io)] = 0; 
therefore 

(2.9) ^ ( f o ) = Z ' H E f f = ro). 

Since in» 3& Z3 = S?-iZ^, we can write .£ (£) - S Î - i - C ( f ) w h e r e 

^Uro) = z»nE[r=ro]. 
Let i^1 be a closed curve in the f-plane. We suppose (for simplicity's 

sake) that one and only one point f &(£)), say fi(£)), lies inside of SI}. 
Then V\p/q, $}, £ ] = Si(X) for £ = £). However, if £ varies i n ^ new 
branches Z3, can slip in or out from SI}. Since Z3 is a continuous mani­
fold, Z3 can enter SI} only for such values of 36 for which Z3 has inter­
section with E [ f G ^ x ] , that is for £GZ 3 H E ^ G ^ . 1 ] = S r e « « C ( f ) 
= ^ ( § >

1 ) . Thus, if the point Ï in the operator (2.1) moves and passes 
through M2(Si1)y the integral P[£/g, SI}, £ ] has a jump,7 it increases 
or decreases by S„(36). 

6 5 ^ means the sheet of 3^8 in which -Si(36) is defined. (See p. 166). § denotes the 
topological sum. C\ means the intersection. 

We suppose again tha t the point £ = 0 lies neither inside $\ nor inside of SI}. Other­
wise we must take into account the residue at Q — 0 since the integrand of (2.1) 
can have a pole at this point. 

7 The surfaces SW 2 ^ 1 ) are denoted as surfaces of separation of the representation 
(2.1). 
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*i = r 

#1 = / 

r-ri(ii ,o,o) r-?r.(xi.ofo) 

MO, 0, 0) 

FIG. 1. The intersection of Z3 with E [#2 = 0, #3 = 0] 

The curves JQ(Ç) play also a role in another connection. Consider a 
closed curve 31 in the schlicht xi, x2, x3-space. To 31 there corresponds 
by (2.6) a closed curve JHD in the ^-plane. In the following we con­
sider the case where the point w =<£(£*) lies inside of JKf)- If we con­
struct the surface 5C2 = Sze31(f)<P1(f» z ) > t h e n # ( ? ) l i e s i n s i d e o f TK?) 
if and only if 3C2 cannot be reduced to a line without cutting 
'0(t) = ^>1(ti 0(?))- In general, this will happen if and only if the 
curve 31 cannot be reduced to a point without cutting «^(D-

The statement that 31 cannot be reduced to a point without 
cutting jQ-(Ç) we shall understand in the above sense. 

The essential idea of the method of attack which will be used in 
the next section is the following: 

Let 3 l be a closed curve in the xi, x2, x3-space. If we divide it in an 
appropriate way, 31 =Sv3j , then, by the operation P, the differential 
f(u, Ç)du will be transformed into ©„(X) -dX, for 36(E3j, that is, we have 

[ƒ*ƒ(*. rw]^=@,(xwx. 3; means that part of 3 l within whose 
points ƒ(uy f) will be transformed into the branch ©„(36). 

Here ©„(3E) is an appropriate branch of the algebraic harmonic 
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vector ©(X). (See (3.1).) Thus 

(2.10) (1/2W) J31{ ƒ t [ƒ(«, «#]}** = Z J31©,(30 •«. 

Changing the order of the integration in the left side member and 
applying the residue theorem for functions of one complex variable, 
we evaluate (2.10). 

3. Residue formula for line integrals. Let 31 be a closed differenti­
a t e curve in the schlicht Xi, #2, x3-space. We place it in 3 ĵ| and sup­
pose that 31 intersects the cuts which bound ^ at one (and only one) 
point (g. Thus 31 is an open connected curve in 2^J. Its end points 
(which coincide in the schlicht space with ©) are denoted by Si and @2. 

Let i^1 be a closed curve in the f-plane. We suppose (for simplicity's 
sake) that fi(@i) lies inside and f,(Si), P = 2, • • • , w, lie outside of Q1. 
(See Figure 1.) 

THEOREM. Let 

(3.D 6 W - L i ^ i ^ 
« = [*i + (*/2)(*i + ixd)r

l + (*/2)0* ~ ix*)t] 

where f = f (#i, #2, #3) w a root of the equation 

(3.2) ?(«,r) s [«-*(r)]r = o, 
5e a harmonic vector, the branches of which we denote by ©„(36), 
p = l, 2, • • • , # . 77z£ corresponding sheets of the multiply covered space 
of ©($) raa;y fo denoted by 3^ . 
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Let 31 and Si} be curves in the xj, x^ Xz-space and in the Ç-planet 

respectivelyt with the above described properties. 
Let finally8 {36?}}, k = 1, 2 ; ju = 1, 2, • • • , p be the points of 31 which 

satisfy the equation (3.2) for appropriate values* f = fj*\ f^GÜ^1. 

ztóere 7V[H Ö^£ the intervals of Q1, for which the filaments ^ ( f ), #ƒ ftf2^1) 
lie inside of 31; f̂ fc) are their end points. 

REMARK. We suppose here that the point f = 0 does not lie inside 
of §}. Otherwise the components of the vector assume a form slightly 
different from that indicated in (3.1). These components in this case 
can be easily computed using the formulas of [2, §2]. 

PROOF. We consider the double integral 

The integrand is an absolutely integrable function; we can replace 
the double integral by the iterated one and change the order of the 
integration. Thus, 

/ = f idxt f jq-w + dx*( (*/2)(f + rl)prldi 

+ ̂ J (l^Kr-r1)^1*}. 
By (3.1), (2.4) and (1.2) we have I=h^(pq-\ &1, X) - d £ According 

8 For simplicity's sake we suppose tha t 3 1 intersects everyVYt2(§l}) in two points (if 
at all), and tha t it has no intersections w i t h 5 ^ ( i ^ ). 

0 The points 36 of CR?1 which satisfy the equation (3.2) for a fixed f form the part of 
jQ(0 which lies in <E^v I t consists of n branches j(^p(Ç), p = l, 2, • • • , n. The points 
96 of 2 ^ which satisfy (3.2) with r G ^ . 1 form n surfaces ftÇti^1) - S f E S S O r ) . 
(See p. 167.) The points {3Ê?*} are the intersections of these surfaces with 51. 

The branch CMV{££) which corresponds to a given branch of @(36) can be deter­
mined as follows. For X = (Si we have n roots of the equation (3.2), ^ — ̂ ((Si), v — \, 
2, • • • , n. To every f„((£i) corresponds a uniquely determined branch @„(36) of 
©(X). (See p . 166.) If the argument X varies continuously in r̂\5> $V(£) wiU move in 
the f-plane. Let H~!£r be a value such tha t f ^ M ^ E ^ 1 - Since each *(}($") consists 
of n disconnected branches the point H r lies in one of the lines • £ £ ( $ . T h i s b r a n c h o f 

JQ-(ÇV) corresponds to the branch ©„(£), and therefore p — v. The branch o(M2(^}) 
to which JQ{X\) belongs becomes fWj(S?). 
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to the results on p. 167, ^{pr\ 3.1, *) = %(Prl> %\ @ ! ) + I X i © , . 0 0 
for all points of 31 which lie between 36^ and üf\ ju = l, 2, • • • , p. 
Whence 

/ « I M-l/*Ç 

Changing the order of integration we obtain 

1 = ƒ**[/w) [*(T'f)/?(T' f ) H = /*/(r)* 
7x(f) is a closed curve in the complex r-plane and q = [r — 0(f) ]f*. 
(See p. 167.) / ( f ) =27ri£ [0(f), f ] or 0 if r = 0(f) lies inside or outside 
of ^(f)» respectively. 

According to the considerations on p . 168, 0(f) lies inside of 7x(f) 
if and only if 31 cannot be reduced to a point without cutting -Çx(f). 
I therefore is equal to the right-hand member of (3.3), which com­
pletes our proof. 

EXAMPLE. We take p = l, q = Çu, £ i = E[f = e*<, 0 ^ / ^ 2 T T ] . The 
vector ©(£) (see (3.1)) which we obtain in this case has two 
branches ©i(3E) = r~1[h+X2(xi+r)-1i2+Xz(xi+r)-1U] and ©2(X) 
= — r~~l[xi+X2(xi — r)-~1i2+X3(xx — rJ-Hs], r2=#?+#2+*3- The branches 
©i and ©2 are not connected in the real xi, x2, a?3-space. They are of a 
different form from (3.1) since f = 0 lies inside of Si1. We obtain 
©x(ï) and ©2(36) choosing the x\ component of X to be positive or 
negative, respectively. Further we have in this case: 

«^1(f)=E[^1 = 0, tf2cos/+tf3sin/ = 0] where t=*—i log f; <M2{Sil) = 
SoCHf)=E[x1 = 0]. 

Let 3x = 3Î + 32 be a closed curve in the xi, x2, x3-space, where 5} 
denotes the part which lies in E [ x i > 0 ] , 3^ the part in E [ x i < 0 ] . By 
& = (fi cos 0it2+ri sin (j>xiz) and & = (̂ 2 cos02t2+f2 sin 02t3), 0 < 0 i <7r/2, 
7r/2 <02 <7T, we denote the intersections of 31 with Vït2{Si1) ( = E [xi = 0 ]). 
(We suppose that this intersection consists of two points.) Then 

S/** 0 0 ' * ° <1/2"') h™ [ƒ*»•"*] 

where Hi = E[f = e«, 0X + TT/2 ^ * ^ 02 + * / 2 ] , Hi = E[f = e", 
0 I + 3TT/2 ^ / ^ 0 2 + 3TT/2]. 

REMARK 1. The generalization of the above considerations if q is a 
polynomial of a higher degree than 1 presents no difficulties. (See [2].) 
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We note further that our considerations can be generalized without 
essential difficulties to the case where p and q are entire functions. 

REMARK 2. We supposed that Si1 is a closed curve. However, our 
method can be applied also if Si1 is an open curve. An operator 
P(/, SI}, X) with Si1 being an open curve transforms rational functions 
ƒ into harmonic functions with logarithmic singularities. The fact 
that the latter harmonic functions were not studied in detail pre­
vented us from discussing this case here. 

4. Residue formulas for surface integrals. Generalized Cauchy's 
formula. There exists another possibility of generalization of the 
residue formula, namely, in considering surface integrals. 

Various relations for surface integrals can be obtained using 
Green's formula. In particular a well known formula for the value of 
the function in the domain in terms of boundary values of the func­
tion and its derivative can be established in this way. 

In the case of two variables for a harmonic vector $ with curl § = 0, 
div § = 0, ^p(X) may be expressed in terms of the boundary values of 
its components. (In Cauchy's integral formula for analytic functions 
which may be obtained in this way, the derivatives disappeared.) 

I t is clear that this procedure can be applied to harmonic vectors 
of several variables, provided that corresponding differential rela­
tions exist between the derivative of the components.10 As an illustra­
tion we shall derive a formula which can be considered as a generaliza­
tion of Cauchy's formula. 

Let H{H) be a harmonic function which is regular in a (schlicht) 
domain D 3 with twice continuously differentiable boundary <B2. Let Gv be 
twice continuously differentiable f unctions, v = l, 2, • • • , n, such that 

n 

(4.1) Vff = E v G , X a „ 

(X means vector product), where a„=a„iti+a„2t2+â^3t3 are vectors with 
constant coefficients. Then 

(4.2) H(X) = (1/4TT) JLJffVf-1 + W 1 X £ G,aXdo 

where do = dx2dxsii+dxidxzX2+dxidx2U. 
10 In particular this procedure has been used in the theory of functions of several 

complex variables to obtain generalizations of Cauchy's residue formula. See Berg­
man, Partial differential equations, Publication of Brown University, 1941 Supple­
mentary Note III pp. SIII 8-SIII 9. 

See also the further remarks concerning the other possibilities of generalizations 
of Cauchy's formulas mentioned there and Bergman, Revista de Ciencias, Lima, 
Peru, vol. 44 (1942) pp. 377-394 especially p. 391. 
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PROOF. By Green's formula, 

*(*) = (1/4.) [ ff9Evr-*-i> - ff9r-W.do] 

By (4.1) 

r r r l /a# a# dH \i 
/2 = I I — ( dx^dx* H — dxidxz H dxidxz ) 

J J<B2Lr \dx! dx2 dxz /J 
r r ( » / dG„ dGA 

== I 1^ r~M 2 J ö3, a2v )dx2dxz 
J J<& U=A dx2 <W 

A / ^ dGA 
+ JL I "" a** 1" a^ ) dxidxz 

v~i \ dxi dxz/ 
» / dGv dG,\ \ 

+ 2^\a2> fli' ) dxidx2 >. 
y „ i \ d#i dx2/ ) 

Integrating by parts we obtain 
/ 2 = - /L( v r _ i x S G ' a ' ) J o 

since the line integrals cancel each other. Suppose now that we have 
a harmonic vector §(£) =]£*»• i-H"(A0(£)U, such that 

(4.3) vff W = E VffW X a,W, * - 1, 2f 3. 

(4.2) yields 

(4.4) H{k)(X) = (1/4.) J J ^ [ V V " 1 + vr " X E ffWû,W]-io. 

Thus: 

$(X) = (1/4») ƒ ^ [ « ( v r - 1 - d o ) 

+ E[(w-ixtH(')«r)io]û] 
= (l/4x)JJfB2[§(vr-1do) 

+ tÉrffW(ioXvr"1).û?)\l. 
v=l &=1 L J J 
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In particular if div ^>=0 and curl § = 0 then the relation (4.3) is 
satisfied, and we can represent §(#) in the above form (4.4).11 

REMARK, do = Uido, where tti is the unit vector in the direction of the 
interior normal, and do the area of the surface element. (We note that 

means + | dxmdxn | or — | dxmdxn | , the sign being chosen in 
such a manner that the above relation for do is valid.) 

(4.2) can also be obtained using the Stokes' formula. In fact 

h = Z f ( 1 mr-KvG, X av)do = E f L tiif-^V X G,a,)do 

since the auv are constants. By Stokes' formula 

I I ttii(v X r-lG,*9)do = 1 1 nir~l(v X Gvav)do 

+ ƒ ƒ KiG>(V X r~lav)do = 0, 

since <B2 is a closed surface. Therefore 

h = - E f ƒ fttxG,(v X r~lav)do. 

We also note that formulas expressing the pressure on an immersed 
body (analogous to those of the two-dimensional theory) can be ob­
tained using the fact that //<g2 [ni | § | 2 — 2 ^ (rti§) ] do does not change 
when & is deformed, if curl § = div p̂ = 0 . 

REMARK. The method presented here can obviously be applied if 
the components i î ( n ) of a vector § (36) are connected by the relations 

3 

Z <WV# ( n ) + bk-$ + Ck = 0, k = 1, 2, 3, 

where afc.^CaâHi+ajgi.+affi,), b* = (6 (i )ii+6? )i .+tf )i3), and the , 
determinants aj^j^O, for n = l, 2, 3. 

Analogous formulas are also valid if H(® satisfy certain elliptic 
differential equations and if we introduce instead of r - 1 a funda­
mental solution of this equation. 
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