
A GENERALIZATION OF CONTINUED FRACTIONS1 

B. H. BISSINGER 

1. Introduction.2 The generalizations and analogues of regular con
tinued fractions due to Pierce [8], Lehmer [5], and Leighton [ó] 
concern the iteration of rational functions to obtain rational approxi
mations to a real number. The present generalization proceeds from 
the fact that the continued fraction 

0i H ; 
a2 + • • • 

can be written in the form 

(1.2) f{al+f{a,+ . . . 

where ƒ(/) = 1/t. This suggests the possibility of using functions other 
than 1/t to obtain generalizations of (1.1). In §2 a class F of functions 
which includes 1/t is defined and in §3 meaning is given to (1.2) for 
each ƒ G F and each sequence a%, a2, aZl • • • of positive integers. An 
algorithm is given for obtaining for a fixed ƒ G F an expression of the 
form (1.2) corresponding to each number x in the interval 0 < # < 1 ; 
this expression is then called the f-expansion of x. The analogue of 
the nth. convergent of a simple continued fraction is defined, and its 
behavior with respect to x is noted. In §4 the form (1.2) is called an 
f-expansion when ƒ G J7 and ai, a2, a8, • • • is a sequence of positive 
integers. The convergence and some idea of the rapidity of conver
gence of an /-expansion are established. The one-to-one correspond
ence between/-expansions and /-expansions of numbers x, 0 < # < 1 , 
is given in §5 by Theorem 5. In §6 statistical independence of the at-
of an /-expansion is defined in the customary way and a subclass Fp 

of F for which the ai are statistically independent is considered. Vari
ous sets of numbers x whose/-expansions are restricted by conditions 
on the at are considered and the linear Lebesgue measures of these 
sets are given. In §7, when ƒ G FP9 certain sets of numbers x which 
have been studied for ƒ(/) = 1/t by Borel [2] and F. Bernstein [l] are 
shown to be of measure zero. 

Presented to the Society, September 12, 1943; received by the editors May IS, 
1944. 

x The author wishes to thank Professors Agnew and Kac for their help in the 
preparation of this paper. 

2 Numbers in brackets refer to the bibliography. 
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2. The class F. Let F denote the class of real functions ƒ(/) defined 
for / ^ l and having the following properties: 

(2.1) /(l) - 1; 
(2.2) f(h)>f(h)>0, l£h<h; 
(2.3) lim/(<) = 0; 

t—>co 

(2.4) | f(t2) - f(h) | < | h - h 1, 1 £ *i < fc; 

there is a constant X such that 0 <X < 1 and 

(2.5) | f(h) - f(h) | < X21 h - h 1, 1 + /(2)< * < /2. 

3. The/-expansions of numbers. Let fit) G F and # be a fixed num
ber, 0 < # < 1 . Let ZQ be defined by x~f(zo) and let the sequences 
zu *2, • • • , 0i, 02, • • • , and ai, 02> • • • be defined by the relations 

( 3 . 1 ) an = | > n - l ] , 0n - 2n-l - « n , 0W - fan), 

for « = 1, 2, • • • . If 0*5^0 for n<k while 0* = O, we shall say the ex
pansion terminates and that the f-expansion of x is8 

(3.2) ƒ(<*!+ƒ(*,+ . . . +ƒ(<**). 
In this case it is easy to see that 0*^2 and that the/-expansion of x 
is equal to x. If 0 ,^0 for w = l, 2, • • • , then the expansion will not 
terminate and we shall call 

(3.3) /(<*1+/(<*2+---

the f-expansion ofx. 
By analogy with simple continued fractions we define 

(3.4) xn - /(ai + /(a2 + • • • + f(an) 

and call the elements of the sequence #i, #2, • • • the convergents of x. 
The integers &i, a2, • • • and the convergents #i, a?2, • • • are uniquely 
determined by x for almost all x, 0 < # < 1 . When we wish to em
phasize this functional dependence we shall write them in the form 
ai(x), a2(x)t • • • and Xx(x), x2(x)t • • • . 

To facilitate notation we introduce the function </>n(t) defined when 
/ £ . F and ax, a2, • • • is a sequence of positive integers by 

(3.5) 4>n{t) « /(ai + f(a2 + • • • + f(an + *), t £ 0. 

A simple induction proves the following lemma. 

8 In (3.2) and similar expressions we shall use a single parenthesis on the right. 
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LEMMA 1. The function <f>n(t) is a decreasing (increasing) function oft 
when n is odd (even). 

THEOREM 1. If f ^F and 0 < # < 1 , then the odd (even) convergents of 
the f-expansion of x form a decreasing (increasing) sequence bounded be
low (above) by x; thus 

(3.6) 0 < x% < x4 < • • • ^ x S • • • < xz < xi ^ 1. 

When <f>n(t) is defined by (3.5), we have #»=#n(0), x**<f>n($n)t and 
#w+1=<£n(/(an+i)). Since f(an+i)*zOn>0, we can apply Lemma 1 to 
obtain xn>x*zxn+i when n is odd and xn<x£xn+i when n is even. 
Since/(an+1+/(^n+2))>0 and xn+2=s<t>n(f(an+i+f(an+î))), we similarly 
have xn>xn+2 when n is odd and xn<xn+2 when n is even. These in
equalities establish Theorem 1. 

COROLLARY. If lim».»* xn exists, then lim».»* xn ~x. 

4. Convergence of /-expansions. If f Ç£ F we shall mean by an f-ex
pansion either a finite expansion f(ax+f(a2+ • • • +ƒ(#*) in which 
the ai are positive integers and a*^2, or an infinite expansion 
/ ( Ö I + / ( Ö 2 + • • • in which the ai are positive integers. It is to be 
proved later that each /-expansion is generated by a unique x; mean
while this is not assumed. 

THEOREM 2. LetfÇiF. If sequences xn and yn are defined in terms of 
an f-expansion by the formulas 

(4.1) Xn^f(ai + f(a2+... +/(an), 

(4.2) yn - f(ax + f(a2 + • • • + f(an + 1), 

then 

(4.3) 0 < « 2 < ^ < " ' < * i < * i ^ l 

and 

(4.4) xn+i G /(ai, a2, • • • , 0n), 

w&ere /(ai, #2, • * • , an) is tóe closed interval with end points at xn 
and yn. 

Proof of (4.3) is identical with a part of the proof of (3.6). The con
clusion (4.4) follows from Lemma 1 since xn «^(O), 

Xn+i = <t>n(f(an+i)), yn = 4>n(l), and 0 < f(an+1) <; 1. 

LEMMA 2.4 Letf&F. For a fixed positive integer n, the least upper 
4 We use the symbol | E\ to denote the linear Lebesgue measure of a set E. 
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bound of I I(ai, a2, • • • , an) \ for all sequences of positive integers ai is 
less than Xn~2 where X is the constant in (2.S) ; that is, iffGF and 

(4.5) An - Lu.b. | ƒ(<*! + • • • + f(an + 1) - f(ax + • • • + f(an) |, 

wAere au a2, • • • , an assume independently all positive integral values, 
then 

(4.6) An S X»-2, n - 1, 2, • • • . 

For w ̂  1, we can write 

A 1 l. I I(ai' " ' an+2^l IT / \l 
4̂n+2 « Lu.b. - j — -y- J J(a3, • • • , 0«+2) I 

«! ."• .%+2^1 I i ( # 3 , * * ' » ön +2) j 

^ A , , I/(«l + ƒ(«! + «0 - /(<*1 + ƒ(«! + *) 
â ^n' Lu.b. H 

«i»«t^liO<t«<t^l I U — V 
from which we obtain 

ƒ(<*! + /(«Î + «) — ƒ(<*! + /(«2 + V) An+2 ^ ^n* l.U.b. 
[01 + /(a2 + u)] - [a! + /(a2 + v)] 

f(a2 + u) — f(a2 + v) 

If a2 = 1, then ai+/(a2+w) >ai+f(a2+v) ^ l+/(2) when a\ is a posi
tive integer and 0<u<v£l, so that by (2.5) and (2.4) the first and 
second factors of the product of which the least upper bound is taken 
in (4.7) are less than X2 and 1, respectively. If a 2 â 2 > l + / ( 2 ) , then 
the first and second factors are less than 1 and X2, respectively. So 
we have An+2^\2An, n » l , 2, • • • . Since A%£iAi<l, the statement 
(4.6) follows easily by mathematical induction. 

THEOREM 3. If fÇî.Ff then each infinite f-expansion converges to a 
number x in the interval 0 < # < i ; moreover 

(4.8) | %n- x\ ^X«~2, » - 1, 2, ••• , 

where X is the constant in (2.5). 

From Theorem 2 and Lemma 2 we conclude that |#n-fi— %n\ ^Xn*"2 

for n = 1, 2, • • • and since 0 <X < 1, xn converges to a number x which 
by (4.3) lies in each of the intervals from xn to #n+i. This proves (4.8). 

THEOREM 4. If f £.F and 0<x<lt the f-expansion ofx converges to x. 

In the terminating case the /-expansion of x obviously equals x 
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and in this sense converges to x. In the non-terminating case the con
clusion follows directly from Theorem 3 and the corollary to Theo
rem 1. 

Henceforth we shall use the notation x =ƒ(ax +f(a2+ • • • to mean 
that the/-expansion on the right side converges to x. 

When ƒ(/) — 1//, the least upper bound of |/(#) —f(y)\/\x~ y\ for 
3/2 <x <y is (2/3)2, and so we may take X = 2/3. It follows from (4.8) 
that 

(4.9) | xn(x) - *| £ (2/3)«~2, n - 1, 2, • •• • . 

From the theory of simple continued fractions we know [7, 4] that 

(4.10) | Xn(x) - x\ S zn~\ n = 1, 2, • • • , 

where s = (3—5l/2)/2. Comparison of (4.9) and (4.10) shows that our 
method of obtaining estimates of the rapidity of uniform convergence 
of/-expansions gives, when applied tof(t) = l/t, an estimate which is 
similar in form to the stronger estimate of (4.10). 

5. Uniqueness. In this section we establish a one-to-one corre
spondence between /-expansions and /-expansions of numbers x, 
0 < # < 1 . We note, as in simple continued fractions [7, p. 22], the 
following lemma. 

LEMMA 3. IffGzF, then any two of the three equations 

(5.1) x=f(a1 + f(a2+... , 

(5.2) y = / (a n + f(an+1 + 

(5.3) x « /(ai + f(a2 + • • • + ƒ(«*-! + y) 

implies the third, the f-expansions in (5.1) and (5.2) being infinite. 

The proof of Lemma 3 is straightforward. 

THEOREM 5. If ƒÇ-F and 0 < # < 1 , then an f-expansion which con
verges to x and the f-expansion of x are identical. 

Ifthetwoinfinite/-expansions/(ai+/(a2+ • • • and f(fa+f (b2 + • • • 
converge to the same x, then by successively applying Lemma 3 we 
obtain an = &„, # = 1, 2, • • • . A similar argument proves that an in
finite /-expansion and a finite/-expansion or two different finite /-ex
pansions do not converge to the same x. Theorem 4 completes the 
proof. 

6. Statistical independence. From (3.6) and (4.4) we see that 
I(cu c2t • • • , Ci) except for at most its end points is identical with the 
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set of x, 0 < x < l , for which aj(x) —Cj, j = l, 2, * • • , L More exactly 
we have5 

(6 1) E^a^ ** C]';j' ^ lf 2' ' ' ' ' ^ 
= I(CU C2, • • « , d) - {f(Cl+f(C2 + • • « +f(d + 1)} 

unless i = 1 and cx = 1 in which case 

(6.2) E[ai(x) - 1] = 7(1) - {/(l)} - {/(2)}. 

LEMMA 4. If fÇiF and ci, C2, • • • , cn and c{, c2', • • • , £n' ^re /wo 
s£fo of positive integers such that for at least one j , 1 ^*j^n, c^cj, then 
the intervals I(ci, C2, • • • , cn) and I(c{, c/, • • • , cl ) fowe a/ mas/ an 
end point in common. 

The proof of this lemma follows from (6.1) and (6.2) and from the 
fact that the sets E[a^(x)^cj; i = l, 2, • • • , w] and E[aj(x)=*cj ; 
i = l, 2, • • • , w] are mutually exclusive by Theorem 5. 

COROLLARY. IffGF, then 

I(Ci, C2y ' • • , Cn) = {ƒ(<* + • • • + f(Cn) } + 2D *(<*» < * , ' • ' , <?m j)-
3 - 1 

If yu J2, • • • is a decreasing sequence of positive numbers such that 
yi = l and yn-*0 and ƒ(/) is the function whose graph is the polygon 
joining in order the points (w, yn), n = 1, 2, • • • , then ƒ(/) £.F. Let 7^ 
be the class of all such polygonal functions. 

THEOREM 6. IffGFp, then for any positive integers i and k 

I JE[«,(*)-*]|-/(»)-ƒ(*+«. 
By (6.1) and (6.2) we have \E[oi(x) - * ] | - |I(k)\ =ƒ(£)-ƒ (ft+1). 

For any positive integer mt it follows from (6.1) and Lemma 4 that 
IE [am+i(x) = ft ] I =22 I I(6i, &2, • • • , bm, ft) I where 22 i s t 0 be taken in
dependently over all positive integral values of &i, #2, • • • , bm. By 
the mean value theorem we have 

\E[am+1(x) = ft] I 

- E l ƒ(»! + • • • + ƒ ( * + 1) - ƒ(*! + « • • + ƒ(*) I 
" E l A»0 "ƒ(»!+ Dll ƒ(»•+ « ' + / (*+! ) "ƒ(»!+• « • +/(*)| 
- (ZI /(so - f(h +1) I )-(EI /(h, ••• ,»«,*)!) 
= E l % . ' - ,&*.*) I - I s M * ) - * ] | . 

5 The symbol 2£[ • • • ] shall denote the set of x satisfying the proposition in 
brackets. 
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An induction completes the proof. 
The functions a*(#), i = l, 2, • • • , are said to be statistically inde

pendent [4] if for each set of positive integers ni<m< • • • <nma.nd 
each set of positive integers ci, c2, • • • , cm 

m 

(6.3) I E[anj(x) - a; j = 1, 2, • • • , m] | - Ü I £[*./(*) - *,] I • 
j « i 

THEOREM 7. If fÇzFp, then the functions ai(x), i = l, 2, • • • , are 
statistically independent. 

The equation (6.3) is trivial for w = l. By (6.1) and Lemma 4 we 
have 

I £[<*»/*) " c*i - 1, 2, • • • , w ] | 
= ZJ I I(Ph ' ' ' t bni-h C\bn\+h ' * * » C2, • • • , Cw) j 

where 2 ' is to be taken independently over all positive integral values 
of bi for all indices i from one to nm excepting i — n\, w2, • • • , nm. By 
an argument similar to that used in the proof of Theorem 6 we obtain 

I E[anj(x) = Ci\ j * 1, 2, • • • , m] \ 

= Z ' l ƒ(»!) - /(»i + 1) I * I *(** • • • , »«»-ii ci, • • • , O I 
8=8 2 ' I (̂*«f • ' ' » àni-U CU * ' * » m̂) | = • ' • 

- 1 ƒ(*) - ƒ(* + 1 ) I • Œ ' I ^ M + I . • • • . o I ) 
= I £[ani(x) « ci] j • I E[anj(x) » c,; j = 2, • • • , m] \ 

and again an induction completes the proof. 

COROLLARY. If fÇzFp, then for each set of positive integers 
n%<n2< • • • <nm and each set of positive integers c%, c2, • * * , cm, 
du d2, • • • , dm such that CjSd^j^l^ 2, • • • , m} we have 

I B[e, £ ani(x) ^ dfij - 1, 2, • • - , » ] I - I I I E\ci ^ a"i(x) * di\ I 

-ft | /to>-ƒ(<*/+1)1-
#-1 

7. Sets of measure zero.6 The results of §6 will now be used in order 
to prove a few measuretheoretical facts concerning /-expansions 
under the assumption that f(E.Fp. 

6 Theorems, similar to those in this section, applying to the simple continued frac
tion have been proved by Borel [2] and Bernstein [ l ] ; for expositions see [3]. 
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THEOREM 8. If fÇzFp, then the set of x, 0 < # < 1 , for which the se
quence ai(x), a2(#), • * • is bounded, has measure zero. 

Let the set E[ai(x) £k; * « 1 , 2, • • • , m] be denoted by GJJ\ In the 
corollary to Theorem 7 we set w^=j, Cj~ 1, dj = k and obtain 

m 

| G : | - TT {! -ƒ(*+1)} = {1 -f(k+l)}m. 
/ - I 

IfweletG* = £[a;( tf)^M==l,2, • • • ], then G t£GJ\ m = l ,2 , 
and so |Gjb|*=0. The set of x, 0 < # < 1 , for which the sequence 
ai(x), a2(x), • • • is bounded is G=^t-\Gi and consequently \G\ = 0. 

Similarly the set of x, 0 < # < 1 , for which ai(x)>k,i — l, 2, • • • , m, 
has measure {f(k + l)}m. An argument similar to that used in the 
proof of Theorem 8 proves the following theorem. 

THEOREM 9. IffÇzFPf then the set of x, 0 <x< 1, for which ai(x) > 1, 
i = 1, 2, • • • , has measure zero. 

THEOREM 10. IffGFp and 0(1), <f>(2), • • • is a sequence of positive 
integers for which 

(7.1) 'T f(4>(n) + 1) 

is divergent, then the set of xt 0 < # < 1 , for which an(x) £4>(n), 
n — 1, 2, • • • , has measure zero. 

Let Hm = E[ai(x) ^<t>(i); i = l, 2, • • • , m]. By an argument similar 
to the one used in proving Theorem 8 we have 

m 

(7.2) \Hm\ = n { l -ƒ(*(*) + O}-
* - l 

Since 0</(<£(i) + l) <1 for i —1, 2, • • • , the divergence of the series 
(7.1) is equivalent to the limit as m—><» of the product in (7.2) being 
zero. If we let H = E[ai(x) ^0( i ) ; i = l, 2, • • • ], then since HÇ:Hm 

for every positive integer m, it follows that \H\ = 0. 
The last three theorems can be generalized to infinite subsequences 

of the sequence a\(x), a<n{x), • • • . 
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