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1. The class Q of complex solutions of a linear partial differential 
equation. Any two real harmonic functions U(x, y), V(x, y)—that is, 
solutions of the Laplace equation—can be combined to form a com­
plex harmonic function U+iV. The class of all complex harmonic 
functions is of no interest, because in effect it possesses no special 
properties not already possessed by real harmonic functions. How­
ever, the theory of analytic functions of a complex variable, which 
is the subclass of complex harmonic functions where U and V satisfy 
the Cauchy-Riemann equations, has proved to be a powerful means 
for the study of real harmonic functions. 

There is an analogous situation in the case of real solutions of the 
general linear equation of elliptic type, 

Ux* + Uvv + A(x, y)Ux + B(x, y)Uv + C(x, y)U « 0, 

Ux - dU/dx, 

As in the case of the Laplace equation, any two real solutions of this 
equation can be combined to form a complex solution, and it has 
been shown ([la, l b , l c ] ) 1 that there exists a certain subclass Q of 
complex solutions which frequently aids in the study of real solutions 
in a manner which bears close analogies to the relationships between 
analytic functions and real harmonic functions in the case of the La­
place equation. Many properties of functions of class Q are closely 
related to those of ordinary analytic functions : there exists a set of 
functions in class Q which behave like powers of z; any function of 
class Q can be expanded in a uniformly convergent series of these 
analogs of powers; any function of this class which is regular in a 
simply-connected domain can be approximated in this domain by the 
analog of a polynomial (see §4) ; singularities of functions of class Q 
have properties analogous to those of analytic functions [lc, §§5~6]; 
and so on. Speaking generally, there exists a method of translating 
properties of analytic functions of a complex variable into properties 
of complex solutions of the elliptic type equation which belong to 
classÇ [ lc, §1]. 

Presented to the Society, August 14, 1944; received by the editors July 3, 1944, 
and, in revised form, October 25, 1944 and April 2, 1945. 

1 Numbers in brackets refer to the Bibliography at the end of the paper. 
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Before we characterize class Q more precisely, it is conven­
ient to introduce the complex notations z = x+iy, z=x — iy, d/dz 
— 2~~l(d/dx—id/dy)1d/dz-=2-'l(d/dxJrid/dy). Every function of the 
real variables x, y can be expressed as a function of the conjugate 
complex variables z, z. I t will be necessary, from time to time, to ex­
tend x and y to complex values; z and z will then no longer be con­
jugate, but may then be considered independent complex variables; 
and our functions will then have been extended to a four-dimensional 
complex domain. To return to the two-dimensional real domain, it 
will be sufficient to let z and z be complex conjugates. In this notation 
the Laplace equation assumes the form £7,1 = 0, and the general ellip­
tic equation assumes the form 

(1.1) L(«) = Uzi + aUz + aUi + cU « 0. 

The class Q may now be defined. To every equation (1.1) whose co­
efficients a, c are entire functions in the real variables x, y, their 
corresponds an entire function e(z, z, t) (so-called generating function 
of the first kind) depending only on the coefficients of L and such 
that, if ƒ is an arbitrary analytic function of a complex variable, then 

(1.2) *(*, 2) - ƒ * e(z, z, t)f [ y (1 - f)"^dt/{\ - f)"* 

is a complex solution of (1.1) (cf. [la, §l]) . Q consists of the totality of 
functions $(#, z) defined by (1.2) as ƒ ranges over the field of analytic 
functions of a complex variable which are regular at the origin. 

If $(z, z) is any real solution of (1.1) which is regular at the origin, 
then we can determine a complex solution <j>(z, z) whose real part is <ï> 
in the following manner. Let <£ be given as a power series 

00 

(1.3) # ( M ) - £ DmnZmZn, 
m,n—1 

where Dmn = T)nm because $ is real, and let <f> be represented by the 
series 

(1.4) 4(s, z) = 23 Amiz
mzn, ^00 real. 

If we extend x, y to complex values, then it is known that 4>(z, 0) 
= 2$>(s, 0) -Z>0oexp[-Jld(0, z)dz] and 0(0, z) =D00exp[~fla(0, z)dz] 
[lc, §2].Thecoefficients-4m0(ra==0,1,2, • • • ) and-40n (w = l, 2, • • •) 
can be determined from these relations and (1.3); then, because <j> satis-
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fies (1.1), the remaining coefficients Amn can be determined from the 
Am0, A0n. Thus, a complex solution <j> may be determined uniquely2 

from a real solution $ in such a way that Re0 = <ï>; and it can be 
shown that when <ï> ranges over the totality of real solutions of (1.1) 
which are regular a t the origin then the class of complex solutions <t> 
obtained by the above procedure is the class Q [ lc, §3]. (Note that 
this is precisely analogous to the manner in which it is possible to 
determine an analytic function whose real part is a given real har­
monic function.) 

We may write 0(z, z)~$(z, z ) + i ^ ( z , z)t the "conjugate" SF being 
uniquely obtained from the relation >£ = —i(0 — <̂ ) ; and it can be 
shown that ^ has the same domain of regularity as $ [ lc ] . Since the 
complex solution <j>(z, z) which is obtained from a given real solution 
$(z, z) by the above method depends on the choice of origin, the 
conjugate also depends on the choice of origin. If <£ is single-valued 
but has a singular point in its domain, then ^ will not necessarily be 
single-valued [ l c ] . I t is evident that \£ is also a real solution of the 
differential equation (1.1). 

Here again we may note a certain analogy to ordinary analytic 
functions in that the real and imaginary parts of a complex solution <j> 
belonging to class Q are connected by a definite relationship, so that 
if one of them is known the other is uniquely determined. The analogy 
between classQ and the class of analytic functions of a single complex 
variable is investigated in more detail in [ lb , l c ] . However, the 
analogy between these two classes breaks down in an important re­
spect: whereas any rational combination of analytic functions is 
again an analytic function, the product of two functions of class Q 
in general does not belong to class Q. This fact prevents us from 
applying certain classical methods of the theory of analytic functions 
when dealing with class Q. For instance, it is impossible to develop 
a method in class Q which is analogous to representing a regular 
analytic function as the product of functions each of which possesses 
one simple zero-point (by the use of the Poisson-Jensen formula). 
I t is evidently desirable that such methods should be applicable, how­
ever, and in the next section it is shown how to define a class >{ of 
complex solutions of a certain class of nonlinear partial differential 
equations which is closed under multiplication, and which bears a 
close relationship to the class Q of complex solutions of elliptic linear 
equations. 

2 That is, to within an imaginary constant multiplied by a certain fixed entire 
function. 
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2. The differential equation N(#) =0 and its real solutions. Let H 
be the class of functions whose logarithms belong to(^—symbolically, 
log H—Q' Because^ is closed under addition, >{ is closed under multi­
plication, so that class H has the property we desire. 

Functions of class ?{ occur in the theory of the two-dimensional 
heat equation. Let x, y be cartesian coordinates in the plane, and let 
U(xy yy t) denote the temperature at time / at a point (xt y) in a do­
main D of the (x, 30-plane. If there are no heat sources or sinks in D> 
then U satisfies the equation 

(2.1) hpUt= (»Ux)x+(»Uy)y$ 

where the subscripts denote differentiation with respect to the indi­
cated variable; h, p, ju, are respectively the specific heat, the density, 
and the thermal conductivity. 

If we assume that the state is steady and that 

(2.2) M - X(U)Q(x, y)t 

where X and Q are nonvanishing, sufficiently many times differentia-
ble and dependent only on U and xt yt respectively, then (2.1) be­
comes 

(2.3) [Q(x, y)(*(U))*]* + [Q(x, y)(HU))v]v - 0, 

where $(U)=CiJ%X(U)dU+Cî, Ci, c2being constants. If in particular 
we choose <J> (U)= log U, that is, X(U) — l/U, then U=exp $ and the 
equation (1.7) can be written either in the form 

(2.4) $,* + o$, + 5$, - 0, $ - log U, 

or 

(2 5) N ( £ / ) " U" + aUe + âU' ~ UtUl/U " °' 
a - 4-KQx + iQy)/Q. 

We see, therefore, that real parts of functions of class ?s[ represent 
the temperature distribution under the above described conditions. 

REMARK 2.1. If we assume that the law of temperature change is 
U(x, y y t)=U*(Xy y)er'* and hpv = C(Xy y)/U* or C(x,y) log U*/U*t 

(2.3) becomes 

(2.6) L(3>) s $zi + a$9 + a$t + C/Q - 0, $ - log U* 

and 

(2.7) L($) s $ei + a$z + a®* + (C/Q)* = 0, $ = log U*9 

respectively. 
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It is evident that theorems about functions of class Q can, in gen­
eral, be formulated as theorems about functions of class >{. Conse­
quently, a not inconsiderable theory of functions of class J<[ exists, 
ready made. 

There exist however certain exceptions and we shall in the next 
section discuss the changes which have to be made in attempting to 
establish an analogue of the Poisson-Jensen formula. 

3. The class H of complex solutions of N(u) = 0. As already indi­
cated, the introduction of complex solutions of (2.4) enables us to in­
troduce a corresponding class ?vj[ of complex solutions of (2.5). Indeed 

w = exp <t> = exp $[cos ^ + i sin \F] 

= exp $ cos ^ + i exp $ sin ^ 

is a solution of (2.5), since <f> is a solution of (2.4). We note that the 
\w\ = U are again (real) solutions of (2.4), and that, corresponding 
to every solution U of (2.5), there can be found a complex solution w 
of (2.5) whose absolute value is U. 

Our approach entails certain complications however. If $ is regular 
in J5, then £7=exp $ will be regular in B and will not vanish there. 
Since in the following we shall deal with solutions U which are zero 
or become infinite at some points of 5 , we must consider functions $ 
which have singularities in B. 

It has already been indicated that in this case the conjugate, and 
therefore w = exp ( $ + ^ ) , are not necessarily single-valued func­
tions. (See [lb, p. 151].) 

In orderto avoid certain complications we shall assume from now on 
that the functions w under consideration are regular and do not van­
ish at the origin. Furthermore, we shall avoid ambiguities in the fol­
lowing way: Every point zw in B at which w either vanishes or be­
comes infinite is connected with the boundary of B by means of a 
portion of a ray through the origin starting at z(k), directed away from 
the origin, and ending at the first intersection with the boundary. 
w is single-valued in the domain B\ which is obtained by cutting B 
along these lines. 

Hereafter let B denote a simply connected domain, whose boundary 
b is a closed curve with a continuous radius of curvature and no 
double points. Let us assume further that the differential equation 
has no characteristic values in the domain B, so that the only solution 
$ of (2.4) which is regular in B and vanishes on the boundary b of B 
is $ = 0. 

DEFINITION 3.1. A point, 2(0>, of B is said to be a zero point (a.pole) 
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of the first order of w if w vanishes (becomes infinite) at s(0) and if 
each of the following expressions 

1 1 1 3 * 1 1 I dh 
(3.2) A, log —> log — 
V \ z - *<o>| dz \z - sH dz 
is bounded in the neighborhood of z = zi0). Here& = log|w/(js~0 (o )) | in 
the case of a zero point, and h~log\w(z — z (0 ))| in the case of a pole. 

DEFINITION 3.2. A solution of the class ?i, 

(3.3) w = nB(zt z; z<°>), 

of (2.5) is said to be a normalized zero function in the domain 5 , if 
nB(z} Z\ S ( 0 )) has a zero of the first order at 2 = 2(0), and if 

(3.4) lim \nB(z, z; s<°>) I « 1, 
(»,i)—(6.6) 

uniformly. (6, 5) denotes an (arbitrary) point of the boundary of B. 

LEMMA 3.1. For every point z ( 0 )£J3, there exists one and only one 
normalized zero function nB(zt z; s(0)). 

PROOF. Lemma 3.1 is an immediate consequence of the existence 
of Green's function TB(z, z ; z(Q)) of the equation (2.5) with respect to B. 
See [2, p. 8] . If yB(z, z; z(0)) is the corresponding complex solution of 
(2.5) belonging to class Ç, then 

(3.5) nB(zt z; *<°>) = exp [yB(z, 2; z™)] 

will be the required normalized zero function. 
REMARK 3.1. 

(3.6) log | nB(z, z; s<°>) | » TB(z, 2; z™). 

Every function ƒ(z) which is meromorphic in3 E [ | z | g l ] can be 
represented there in the form 

™ ^-[Sfâ)/n(^)]/.« 
where vKt /c = l, 2, • • • , /ci, and JJLK, /C = 1, 2, • • • , K2, are respectively 
the zeros and the poles of w, andfi(z) is regular and nonvanishing in 
E [ | * | < l ] . S e e [ 4 , p . 137]. 

We can now generalize this result to the case of solutions of (2.5) 
which belong to the class 7<i. 

3 E [ • • • ] denotes the set of points whose coordinates satisfy the inequalities in­
dicated in brackets. 
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THEOREM 3.1. Let w(z, z) be a {complex) solution of (2.S) belonging 
to class 7<i which is defined in the domain B and has continuous boundary 
values at every point of b. Further, assume that w has zero points of first 
order* at vK, K = 1, 2, • • • , Ki, and has poles of first order at /x«, 
#c = 1, 2, • • • , ic2, and that it vanishes at only a finite number of points 
on the boundary b of B. 

Then w can be represented in B\ in the form 

(3.8) w(z, z) = n »*(*, *; *v) / I I nB(z, z; ixK) lk(z, z), 

where k(z, z) is a solution of (2.5) which belongs to class J^, is regular, 
and does not vanish in B, and satisfies 

lim \k(z, z) I = lim \w(zt z) L 

PROOF. The function log|w(z, z)\ satisfies equation (2.4) and has 
logarithmic singularities at the points vK and ju*. Let TB(Z, Z; V) de­
note Greene function of equation (2.4) with respect to the domain J3. 
Then 

(3.9) log | w(z, z) | - £ TB(z, Z; VK) + É M*f *; /O 

is a solution of (2.4) which is regular in B. Since TB(Z, Z; V) vanishes 
on the boundary b and log|w(;s, z)\ is continuous on b except at a 
finite number of points, expression (3.9) has the same boundary val­
ues as log| w(z, z)\. According to §2 there exists a complex solution 
K(S, Z) of (2.4) in class Q whose real part is (3.9). Writing k(z, z) 
= exp[/c(s, z)], using Lemma 3.1 and Remark 3.1, we obtain (3.8). 

I t is clear that this procedure enables us to generalize a whole 
group of results on analytic functions of a complex variable, for in­
stance the theorem of Blaschke, certain theorems on the relation be­
tween the growth of functions w £ N and the density of their zero 
points and poles in the neighborhood of a point or curve along which 
they are singular. Since the development of these results does not 
present any essential difficulty, we shall not carry out these considera­
tions in detail. 

REMARK 3.2. Since the existence of Green's function of equation 
(1.1) is assured by classical results, the problem of generalizing the 
Poisson-Jensen formula depends on our ability to associate a suitable 

4 If the zero is of order », n> 1, the corresponding point vK will appear « times in 
the sequence. 
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"conjugate" with a given real solution of L = 0. In order that the 
resulting complex functions may have valuable properties of their 
own or in applications, one has to impose certain conditions on the 
"conjugate," for example, that it is regular in the same domain in 
which the given function is regular, and so on. A detailed discussion 
of various types of "conjugate" functions and their properties is given 
in [lb, §8] and [lc, §§2-4]. 

4. A remark concerning the solutions of the general equation (1.7). 
Using the special form <£ = log U we obtained the "canonical repre­
sentation" (3.8) of functions satisfying this equation of the form (2.5). 

(2.5) was rendered linear by setting <ï> = log U (that is, in (2.2), 
X(U) = 1/t/). It was then possible to apply the considerations of §3. 
In many applications, X([7) is not of this form. Clearly the method 
of §3 can not now be applied. Many of the properties of the functions 
in class Q of the linearized equation (1.1) can, however, be applied to 
the investigation of solutions of (2.3), with <ï> not necessarily equal to 
log U. In this section we shall consider such an example. 

Let A be the function which is inverse to $(£/), that is, such that 

(4.1) 17-A(#) , 

and assume that A is an entire function5 of its complex argument. For 
instance, in the case considered in §§2 and 3, A($>) s-exp 3>. 

Just as in the case of (2.4), where we introduced complex solutions 
w of (2.5), we now write 

(4.2) «-Afo) 
where <i> are solutions of class Q of (1.1). 

From the fact that in every simply connected domain B which con­
tains the origin and in which ƒ (z/2) is regular, the solution (1.2) is reg­
ular, and its converse, the following result was obtained in the paper 
[lb, p. 141] : To every equation L there exists a system of functions 

(4.3) <t>n - 2—a» ƒ e(z, z; /)(1 - J*)—1'**, n « 0, 1, 2, • • • , 

such that every solution # of the class Q of L(</>) =0 which is regular 
in the circle x2+y2<p2 can be represented there in the form of 

60 

(4.4) 0(2, z) » X) M>»(*, z) 

8 If A is not an entire function then it is necessary to make obvious changes in the 
formulation of the statements of this section. 
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and can be approximated in every simply connected domain which 
contains the origin by a "polynomial" 2»T«oönw)0n. (^ee also [la, §2].) 

We note further that using the classical result of Lindelof [3, p. 
124], we obtain the following conclusion: Let <t> be a solution of 
L(0)=Oandlet 

(4.5) E E ^ W n Z ^ n 

be the power series development of <t> &t the origin. Then in every 
Mittag-Leffler star with the center at the origin in which <£ is regular 
it may be represented in the form 

« C A Q 
(4.6) lim £ * " N4>n, Cn = 2T(n + l) /x l 'T(» + 1/2). 

t-o n-o r ( l + kn) 

A fortiori: I. Every solution u(z, s)=A(<£), <£EC, #ƒ (2.6) £#w Je 
represented in every circle x2+y2<p2 in which it is regular in the form 

(4.7) u(zt z) « A X) M>n(s, z) . 

II. In every Mittag-Leffler star with center at the origin in which u 
is regular it can be represented by 

(4.8) «(*, *) - lim A| £ W1 , n[ N 4>n(s, ê ) l , 
* - K > L «-0 T(l + #») J 

where Ano are suitably chosen constants.9 

III. Finally in every simply connected domain which includes the 
origin, and in which u(z, z) is regular, u can be approximated by 

(4.9) A[f)«rV.(*,«]. 

REMARK 4.1. If u(zt z) is given in the form of a power series de-
velopment ^J3mnzmsn, then it is possible to express the Ano in terms 
of various subsequences of the Bmn» Substituting the expressions ob­
tained for A no into (4.8), we obtain the representation of u in terms 
of each of these subsequences. 

The result III is of interest to applied mathematicians because it 
leads to a method of determining a solution of (2.3) given by its 

9 The theorem of Lindelof mentioned above is a special case of the above state­
ment. We obtain it assuming that <f> is an analytic function of a complex variable and 
replacing the Cnfa by the powers zn~l, n ~ 1 , 2, • • • . 
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boundary values. Indeed, for real solutions U of (2.3) we obtain an 
approximation formula 

(4.10) A T £ (AT'MZ, Z) + B™*n(z9 *))] 

analogous to (4.9). Here 

$ t t = Re0n, ^ n = Im0». 

Suppose now that U is regular in a simply connected domain B and 
that its values on the boundary b of B are given. We now determine 
the constants A (™} and B^ in (4.10) in such a way that the expression 
(4.10) approximates, on ô, the given boundary values in the "best 
possible manner." Under appropriate additional conditions it is pos­
sible to show that the expressions (4.10) obtained in this manner will 
converge in B to the required solution when w—> <*>. 
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