
ON A THEOREM OF REPRESENTATION 

J. ABDELHAY 

Introduction. The main result of this paper is the characterization 
of the linear ring (BC) of all bounded continuous real functions de
fined in a locally compact Hausdorff space which vanish at infinity 
(see Theorem 5). This is done by making use of some of the properties 
of the functional cj>(x) = greatest lower bound of x, defined for the 
elements of (BC) (see §. 1 and §.8). 

In this study we noticed that <j> could give to the linear ring (BC) 
both its structures of natural partial order and topology. We had then 
the idea of seeing when this could be done in general, that is to say, 
when is it true that for a partially ordered normed linear ring or a 
normed linear lattice there is a functional which could give both the 
structures of partial order and topology of the space. The rest of our 
paper deals with such a question. 

For the demonstration of our theorem 5 we made very much use of 
Professor Stone's paper, A general theory of spectra, I, the reading of 
which we recommend for having a clear understanding of this one. 

We are deeply indebted to Professors I. Kaplansky and M. H. 
Stone for many valuable suggestions and to Dr. L. Nachbin for kind 
discussions. 

1. Definition of S-space. A linear space with real scalars V is said 
to be an S-space with respect to a real function <t>(x)y defined in V, 
if and only if 

(51) <f>(x)^0ior any xE.V; 
(52) <j>(x+y) ^</>(x)+(/)(y) for any # £ V and any y(EV; 
(53) (j>ÇKx) =X$(x) for any xÇzV and any real number X ^ 0 ; 
(54) <K0)=0; 
(55) <£(#)+$(•— x) = 0 implies x = 0 ( # £ V)\ 
(56) the equations in the unknown œ 

(E) <Kco) = 0, <j>(œ - x) = 0 (x G V) 

have a solution x + £ F which is such that any other solution # ' £ V of 
(E) satisfies the condition 4>(x'—x+) = 0; 

(57) limw,m.*oo <f>(xn — xm)=0 implies the existence of an element 
xÇzV such that limWH>0o <f>(xn—x) =limn-oo <t>(x—xn)=Q ({xn} is a 
sequence of elements of V). 
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2. Examples of S-spaces. 
EXAMPLE 1. The set B of all bounded real functions defined in a 

topological space is an 5-space with respect to the function 

I(x) = g. 1. b. (*_) (* G B), 

where g.l.b. means "greatest lower bound of" and #__ is the negative 
part of x. 

PROOF. (1) l(x)^0 because #__^0; (2) we have x-+y~S(x+y)-
and consequently I(x)+I(y) ^g. l .b . (x-+yJ) ûl(x+y); (3) we have 
(Xx)_=Xx_ for any real number X^O and so I(Xx) =X/(x) for X^O; 
(4) 7(0) = 0 evidently; (5) we have I(x)+I(-x) ^g. l .b . ( x _ + ( - x ) _ ) 
= g.l.b. (— \x\) and consequently I(x)+I( — x) = 0 implies x = 0; (6) 
we have (x+) _=(#+—#)_ = 0 where x+ is the positive part of x and 
consequently i"(x+)=0 and i"(x+-~x)=0. If # ' is such that l(x')=0 
and J (x '—x)=0 then x ' ^ 0 and x ; ^ x . But now x'^x+ and conse
quently I ( x ' - x + ) = 0 ; (7) I(xn—Xm)+I(xm—Xn)*ê: g.l.b. ( - | x w - ^ m | ) 
and consequently J(xw — xm)—>0 implies (xw—xm)—»0 uniformly. But 
now there is an xtEB such that (xn—x)—»0 uniformly. Consequently 
(#» — x)_—>0 uniformly, that is to say, to each positive e there is a suit
able integer N such that ~ € < ( x n —x)_<e for n*zN. Consequently 

— € é /(#n "" x) < e for w è if, 

which means lim I(xn — x ) = 0 . Similarly we get lim I(x — x n ) = 0 . 
EXAMPLE 2. The set C of all continuous real functions defined in a 

compact Hausdorff space is an 5-space with respect to the function 
I(x) considered above (the proof of this is easily deducible from that 
of Example 1). 

EXAMPLE 3. The set Lp of all real functions defined in a compact 
measure space which have integrable ^th potence (p è 1) is an 5-space 
with respect to the function 

/(*)« - ( ƒ (~x-)p)llP (xeir). 

PROOF. (1) J(x) SO evidently ; (2) we have — x_—;y_^ — (x+y)-^0 
and consequently (ƒ(—#_—yj)p)lfp*z (ƒ( — (x+;y)_)p)1/2\ But we know 
from the theory of the integral that ( / ( -^ - ) 2 , ) 1 / 2 , + ( / ( - ^ - ) p ) 1 / p 

= (ƒ(—#- —30 p ) l , p and consequently we have — J(x) — 7(;y ) ^ 
—/(r»+y), that is to say J(x+y) *ZJ(x)+J(y); (3) we have for 
XèO, (X#)_=Xx.-. and consequently JÇkx)=\J(x) for X^O; (4) 
7(0) = 0 obviously; (5) J(x)+J(—x) = 0 means in our case 7 ( # ) = 0 
and 7(—a;) = 0 and consequently #_ = 0 and (—x)_ = 0. But then we 
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have x^0 and —x^O and therefore x = 0; (6) see (6) of the proof of 
example 1; (7) we have J(xn — xm)+J(xm — xn) S —(ƒ(— (xn —xm)~ 
- (xm-Xn)J)p)llp= - (f\ xn-xm\ p)llpS0. Therefore, J(xn-xm)-*0 im
plies f\xn — xm\p—»0. Consequently there is an x£Z> such that 
f\xn — x\p—>0. But — (#n —x)_^ |xw —#| and — (x — # n ) - = \xn— x\. 
Consequently J(xn —x)—>0 and J(x —xn)—»0. 

EXAMPLE 4. A Hilbert space is an 5-space with respect to the func
tion H(x) = —1|#-||, where ||x|| is the norm of x. 

EXAMPLE 5. The set of all bounded real functions defined in a topo
logical space which vanish at some point of the topological space is 
an S-space with respect to the function 

/ '(*) = g.Lb. (*), 

where x is a generic member of the set of functions. 

3. Structure of linear lattice for an S-space. 

PROPOSITION 1. An S-space with respect to <j>(x) is a linear lattice 
if we put: x^O if and only if <f>(x)=0 and positive part of x = x+ 

(see axiom (S6)). 

PROOF. (1) x^O and y^O imply </>(x+y)=0 and consequently 
x+y^0; (2) x^O and X^O imply 0(Xx)=O and hence Xx^O; (3) 
x^O and —x^O imply <f>(x) —<t>(—x) = 0 and then x — 0; (4) by (S6) 
we have x+^0 and x+^x and if x'^0 and x'^x then x ' ^ x + . 

PROPOSITION 2. In an S-space with respect to <t> we have: 

x^y implies <t>(x) ^cj>(y). 

Indeed, we have x=y+(x —y) and therefore cf>(x) ^<t>(y)Jt<i>(x—y). 
Then, from the hypothesis x^y we get <j>(x) ^<j)(y). 

COROLLARY. 1/ is true that 4>(xJ) £4>(x) and <t>(x-+yJ) ^((x+y)J). 

4. Norm for an S-space. 

PROPOSITION 3. Given an S-space L (with respect to <£), if g(r, s 
is any symmetric real function defined for — <x> <r<£0, — oo <$!g0 
such that 

(Dl) g(r, s)>for (r, s)*(0, 0); g(0, 0 ) = 0 ; 
(D2) g(\r, Xs) =\g(r, s) for any real number X ^ 0 ; 
(D3) g(r+r', s+s')Sg(r, s)+g(r', s'); 
(D4) g(r, s) is monotone nonincreasing in each variable, 

then the real number g(<f>(x), <l>(—x)) is a norm f or L and we have 

(N) OSx^y imply ||*|| S | |y| | . 
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PROOF. (1) For any x^O we cannot have simultaneously <f>(x) 
= 0 ( _ X ) : = O (by (S5)) and so, by (Dl) , ||*|| > 0 for x5*0; for 
x = 0 we have obviously | | x | |=0 ; (2) we have by (S3) and (D2): 
g(<l>Çkx), <£(— \x)) =Xg (</>(#), <l>( — x)) for X^O and consequently 
g(<f>(—\x), <l>(kx)) = —Xg(0(#), </>(—%)) for X<0. But g is symmetric, 
then ||Xx|| = |X|| |x| |; (3) we have by (D4): g(<l>(x+y), </>(—x—y)) 
^g(<t>(x)+<i>(y), <K-*)+<K-:v)) . Then, by (D3), | |*+y| | ^ | | * | |+ IHI -

Let us prove now property (N): We have ||#|| =g(<j>(x)f <t>(—x)) 
= g(0> 0(—x)) for x ^ O and similarly | j ^ | | = g(0, </>(—y)) for ;yèO. 
If xSy, then <£( —x)^$( —y) and consequently g(0, <i>(—x)) 
^2(0, 0 ( - y ) ) (by (D4)), which means ||*|| ^ | |y | | . 

5. Indices for an S-space. A real function <j>(x) defined in a linear 
space L is said to be an index for L if L is an S-space with respect to 
<£. Two indices of an S-space are said to be equivalent when they give 
rise to the same ordering and equivalent topologies. 

An S-space L with respect to an index <j> satisfying the condition 

(S8) <KO -> 0 and 0 ( - xn) -> 0 imply 0 ( - | xn | ) -> 0 

is said to be a regular S-space. 

PROPOSITION 4. -4 regular S-space with respect to an index $ can be 
normalized in such a way that it becomes an S-space with respect to an 
index W{x) equivalent to <t>(x) and such that W(x) = W(xJ). 

PROOF. The properties D l , 2, 4 of the function g(r, s) considered 
above (see §4) imply that g(r, s)—>0 implies (r, s)—»(0, 0) and re
ciprocally (r, s)—»(0, 0) implies g(r, s)—»0. We shall prove that the 
real function W(x) =</>(xJ) is an index for our space and that W is 
equivalent to <£. In fact: (1) W(x) ^ 0 obviously; (2) we have W(x+y) 
=<f>((x+y)J) ^<t>(x-+yJ) because (x+;y)_^x_-f:y_and consequently 
W(x+y)^W(x) + W(y); (3) WÇKx)=\W(x) for X^O obviously; (4) 
W(0)=0 evidently; (5) We have W(x)^</>(x) and so W(x) + W(-x) 
= 0 implies <£(x) +</>( — x) = 0, hence x = 0; (6) we have W(x+) 
— W(x+ — x)=Q obviously. If x' is such that W(x') = W(x'—x) = 0, 
then x'^0 and x ' à # obviously. Then x'^x+ and consequently 
W(x'—x+) = 0; (7) W(x« —xw) —>0 means <f>{{xn—Xn)-) —>0 and conse
quently <t>(xn—xm)—»0. Then, by (S7), there is an # such that 
(f>(xn — x)—>0 and <ƒ>(# — #n)—>0. By (S8) we have then<f>(— \xn — x\)—>0. 
But (xn—x)-çî — \xn—x\, then W(xM—:x;)—>0. Similarly we get 
W(x-xn)->0. 

Let us prove now that IF is equivalent to<£. Indeed: (l)W(x) ^0 (x ) 
and so W(x)=0 implies $ ( x ) = 0 ; reciprocally, <£(#)=0 means x^0 
and then W(x) = 0; (2) we have by (D4) 
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Then, when g(W(x), W(—x))—»0 we have that g(<t>(x), <̂ ( — x))—>0. 
Reciprocally, if g(4>(x), <j>( — x))—»0, then, by our hypothesis, <£(#) 
a n d 0 ( - x ) tend to zero. By (S8), <£(- \x\ )->0. But <j>(xJ) ^<j>(-\x\) 
and < (̂( — x)>_) â<£(~~1#|). Then <£(x_)—>0, <£((~x)_)—»0 and so 
g(W(x), W(—x)) tends to zero. 

Finally, W(xJ) = <£(*-) = W(x). 

PROPOSITION 5. For a regular S-space we have: 

(NI) IMI^IMI. 
(N2) ll(* + y)-ll g||*- + y-||. 

PROOF. (1) we have \\x-\\=g(W(xJ)9 0)=g(W(x), 0)gg(W(x), 
W( — x))—\\x\\; (2) we have —(x+y)-£ — (x-+y-)f then, by (N), 
\\-(x+y)_\\^\\-(x_+y_)\\ and so | | (»+y)« | |g | |^+y»| | . 

6. Regular S-spaces and quasi Banach lattices. A quasi Banach 
lattice is a linear lattice which is also a Banach space with respect to 
a norm ||-|| satisfying conditions (Nl) and (N) (see §4). 

THEOREM 1. A linear space L is a quasi Banach lattice if and only if 
L is a regular S-space. 

PROOF. We shall prove first that a regular S-space is a quasi 
Banach lattice. Indeed: (1) by Proposition 1, a regular S-space L is 
a linear lattice; (2) by Proposition 3, L is a normed space; (3) by 
Propositions 3 and 5, the norm satisfies conditions (N) and (Nl) . 
Then, all we have to do to prove that L is a quasi Banach lattice is to 
show that L is complete in the norm. Let {xn} (n — 1, 2, • • • ) be a 
sequence of L and suppose \\xn-— #»»||—>0. This means (see §4) that 
g(<f>(xn—xm), <f>(xm — xn))-*0. But now if we take g such that g(r, s) 
tends to zero implies (r, s)—>(0, 0) and reciprocally, we get: <l>(xn — xm) 
tends to zero. By (S7) there is an xÇzL such that <f>(xn—x)—»0 and 
0(x — xn)—»0 and so g{<j>{xn—x), <j>(x—xn)) =||x»—#||—»0. 

Let us prove now that a quasi Banach lattice is a regular S-space; 
precisely we shall prove that the function <f>(x) = — ||x-|| is an index 
for the space and that this space is regular: (1) </>(x) ^ 0 obviously; (2) 
<l>(x+y) ^<f>(x)+<f>(y) is easily deducible from (N2); (3) For X^O, 
<f>Qix) =\<f>(x) obviously; (4) 0(0) = 0 evidently; (5) 0(x)+<£( — x)=0 
means in our case x ^ O and —x^O and consequently # = 0; (6) 
see (6) of the proof of example 1, §1; (7) we have </>(xn—xm) 
+ ^ ( ^ « —^») = — (||(^n —^m)-||+||(«:m —^»)- | | )^ —1| | «w—xm11|. Conse
quently </>(xn—xm)—»0 implies Xn Xm ->0. B u t (Xn-Xm) + 
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^ | x n ~ x w | and -~(xn--#m)-^ |# n —#m|, hence, by (N), ||#„—xjl—>0. 
Now there is an x such that ||#» — x|| —»0. Then, by (Nl) , || (xn—x)-\\ —»0, 
that is to say, <f>(xn — x)—>0. Similarly, we get </>(x — xn)—»0. 

Let us prove now that our S-space is regular. Let <f)(xn)—»0 and 
0(—xn)-+0. Then, ||(xn)_|| —>0 and ||( —xw)_||—>0. Consequently, 
| | | x n | | | ->0 . But H | | * » | | | ~ 0 ( - | * » | ) ; t h e n 0 ( - | xn | ) ->0. 

COROLLARY. A Battach lattice, that is to say, a linear lattice which is 
also a Battach space with respect to a norm || • || such that 

(N4) | x\ g | y\ implies \\x\\ g ||y||, 

is a regular S-space. 

Indeed, we have |x_j ^ \x\ and so ||#_|| ^ | |# | | , which is (Nl) , and 
O^x^y imply \\x\\ ^ | |^ | | , which is (N). 

7. Continuity of the operations in a regular S-space. 

PROPOSITION 6. (a) X ^XQ and y—>yo imply (x+y)-+(xo+y0); (b) 
x—>Xo implies \ x\ —>| x0\. 

PROOF, (a) we have | | (^+y) — (*o+:yo)|| â | | # —^o||+||y—yo\\, which 
proves part (a) of our proposition; (b) we have by (N l ) : ||#_|| ^ | |x | | 
and ||(—x)-\\ û\\x\\ ; consequently, || \x\ || ^2 | |x | | , which proves part 
(b) of our proposition. 

COROLLARY 1. The operations x^Jy and xC\y are continuous. 

Indeed, we have x^Jy = (x+y)/2+\x—y\/2 and xC\y = {x+y)/2 

- | * - y | A 
COROLLARY 2. x^>y, x-^xo, y—>yo imply xoSyo-

Indeed, x^y means x = xC\y and consequently Xo — Xo^yo which 
says that tfo^Jo. 

COROLLARY 3. xn^yn, n = l, 2, • • • , ^2iXn = xt ^2îyn=y imply 
x^y. 

8. Definition of 5-ring. A linear ring with real scalars R is called 
an 5-ring with respect to a real function <j>{x), defined in R, if and only 
if: 

(Rl) c/>(x) satisfies conditions (Sl)-(SS) and (S7) (see §1); 
(R2) </>(x2+2fAx)+fx2^Q for xÇ^R and any real number^; 
(R3) <£(#)+M = 0 and </>(y)+ve:0 imply <f>(xy+px+fiy)+fxv^0 for 

any real numbers /x and v and x£:R, yÇzR-
EXAMPLE 1. The set B of all bounded real functions defined in a 
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topological space is an S-ring with respect to the function <j>(x) 
= g.l.b. (#_). 

PROOF. We have already proved that <j> satisfies (Rl) (see example 
1 of §1). Let us prove then that <f> satisfies (R2) and (R3). In fact: 
(x2+2fxx)^+fx2=^(x2+2fxx+fx2)A^^01 hence g.l.b. ((x2+2fxx)-+ix2) 
= g.l.b. (x2+2fxx)~+fx2^0; </>(x)+ix^0 gives x__+/x^0, hence x+/x 
^ 0 and M = 0 . Similarly we have y+p^0 and J > ^ 0 . Then xy+px 
+jxy^—fxp and consequently (xy+px+jxy)-^ —JXP because — fip is 
negative. 

EXAMPLE 2. The set C of all continuous real functions defined in a 
compact Hausdorff space is an S-ring with respect to the function 
4>(pc)=g.l.b. (*_). 

This is clear from the example 1. 
EXAMPLE 3. The set (BC) of all bounded continuous real functions 

defined in a locally compact Hausdorff space which vanish at infinity 
in an S-ring with respect to <f)(x) = g.l.b. (x). 

PROOF. I t is clear that we have to prove only (R2) and (R3); (1) 
we have #2+2/iX+ju2 j^O, hence g.l.b. (X2+2JJLX)+JJL2'^0; (2) <£(x)+ju^0 
and <l>(y)+p^0 give x+fxèzO and y+Pz^O, hence xy+px+fxy+fxp^O 
and then g.l.b. (xy+px+ixy)+fxp^0. 

COUNTER-EXAMPLE. The set L is not an S-ring with respect to 
</>(x) —Jx-dL Indeed, for 0 ^ / ^ l , x== — t/2, 3> = /,/z = l /4 , y = 1/2, con
dition (R3) is not satisfied, since <£(#)+/* = 0, </>(y)+p = l/2 and 
<t>(xy+px+ixy) +fip = —1/24. 

9. Partial order and norm for an S-ring. 

PROPOSITION 7. In an S-ring with respect to <j>{x) we have: (i) 
<f>(x2) = 0 ; (ii) <t>(y) = 0 implies <£(xy—y<f>(x))=0. 

PROOF, (i) is easily deducible from (R2) by putting jx = 0 ; (ii) is 
deducible from (R3) by putting fx= —<j>(x), p = 0. 

PROPOSITION 8. An S-ring with respect to <j>(x) is a partially ordered 
normed linear ring by defining x ^ O if and only if <p(x)=0 and \\x\\ 
= g(</>(x)f </>( — x))y where g(r, s) is the f unction introduced in §4. 

This is clear from Propositions 1, 3 and 7. 

PROPOSITION 9. In an S-ring, with respect to <f>, which has a unit "e" 
we have: 

(El) 0 ( - « ) ^ - l ; 
(E2) nx+e^0 for any integer n>0 implies x^O; 
(E3) x-(/>(x)e^0; 
(E4) X e + x ^ 0 , Xe —x^O imply X^max (— <j>{x), — <j>( — x)). 
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PROOF. (1) (El) is clear from (R2) by making x = e and /*= — 1; 
(2) we have nx= —e+nx+e, hence, by Proposition 2, <j>(nx)—<t>(--e) 
^<f>(nx+e). Since by hypothesis <f>(nx+e)=0 for any integer n>0, 
we get <j>(nx) è<£( — 0) ^ — 1 and consequently </>(x) §£ — 1/w for any 
w>0, which says that <j>(x) = 0, hence x ^ O ; (3) (E3) is clear from (ii) 
of Proposition 7; (4) we have x+\e — Xe = x, hence, by Proposition 
2, <j>(x+\e) ^</>(x) — 0(— \e) =</>(x) — X0( —e) ëÉ$(x)+X; consequently, 
<£(x+Xe) = 0 implies <£(x)+X^0. Similarly we get <j>( — x ) + X ^ 0 . 

10. Sub S-ring of an S-ring. 

PROPOSITION 10. If R' is an S-ring with respect to <j>(x) which has 
no unit and if R is the set of all pairs (x, JJL) ( X G J ? ' , \X a real number) 
with algebraic operations defined by (x, /-O + Cy, v) = (x+y, JU+*0> 

(x, jJL)(yf v) = (xy+vx+fxy, fxv), X(x, /x) = (Ax, Xju), then R is an S-space 
with respect to i^(x, JJL) =min (0, <£(x)+/*) and R has a unity precisely 
the element (0, 1). 

The proof is trivial, and it is easily seen also that R' is a maximal 
ideal in R. 

11. L-space, Af-space and ring of continuous functions. 

THEOREM 2. An S-space V with respect to a <t> such that <l>(x+y) 
=(f>(x) +<j>(y) for x SOy y ^ 0 is an L-space.1 

PROOF. We have seen that an S-space is a Banach space with 
norm || -|| defined by ||x|| =g(<£(x), #(—•#))> where g(r, s) is the func
tion introduced in §4, hence, in particular, F is a Banach space with 
norm defined by ||x|| = — <j>(x) — <£( — x); (2) F is a linear lattice (see 
Proposition 1); xn^yni xn—>x, yn—>y imply x^y because y—x^y—x 
+xn-yn, hence<£(;y-x) ^4>(y—yn)+<i>(xn--x) ^ —||:y—^4 — ||*n—*|l ; 
finally, x ^ 0 , y^0 imply llx+yll = — <£( —x — y) = —#( —x) —<S>{—y) 

-NI+IHI. 
THEOREM 3. An S-space with respect to a <j> such that 

(M) <j>( — x — y) = min (<£(x — y), <j>(y — x)) for x C\ y = 0 

is an M-space.2 

PROOF. (1) Let V be the S-space in question; then F is a Banach 

1 S. Kakutani, Concrete representation of abstract (JL)-spaces and the mean ergodic 
theorem, Ann. of Math. vol. 42 (1941) pp. 523-537. 

2 S. Kakutani, Concrete representation of abstract (M)-spaces, Ann. of Math. vol. 
42 (1941) pp. 994-1024. 



416 J. ABDELHAY (April 

space with norm defined by \\x\\ =max (•-<£(#), — <f>(—x)) and also a 
linear lattice; (2) xn^yni xn—*x, yn—*y imply xSy because <t>(y—x) 
^(y~yn)+<l>(xn — x)^~-\\y-yn\\--\\xn—x\\; (3) let xr\y = 0, then 
\\oc+y\\ = —cl>('-x—y) = - m i n (</>(x—y),<l>(y-x)) (see (M)) =||a;-;y|| ; 
(4) let xf\y = 0, then — x — y^ —x^ — x+y> — x—yS—yû—y+x, 
hence <j>{ — x — y) S<j>( — x) ^<f>(y — x), <j>( — x — y) ^<j>(—y) ^<f>{x—y). 
Consequently, </>( — x — y) ^ m i n (</>(—#), <ƒ>(—y))^mm (<l>(x—y)> 
<t>(y — x)), hence — #+3/ ̂min ( —1|# i|y||)^—Ik—y|| = 

|x+;y||. From this we get | |x+y| | =max (||x||, \\y\\) 

COROLLARY. An S-space {with respect to <f>) V which has an element 
1 such that (i) 0(1) = 0 , 0(~-l) = — 1 , (ii) —<t>{x)^\ implies —x%\ is 
an M-space and the element 1 is a Kakutani unit3 for the space V. 

PROOF. All we have to prove is that condition (M) holds 
in V. Indeed, we have — x — ySx—y, —x—y^y—x, hence 
<t>{ — x — y) ^0(x—y) , 4>( — x—y) S<l>(y—x) and consequently <t>(—x—y) 
^ m i n {<t>{x—y), <j>{y — x)). Let us prove now the inverse inequality. 
This is obvious if & = min (<j>(x—y), <j>(y—x)) = 0, since in this case 
x — 3? = 0 and therefore x = y — Q because xf\y = 0 by hypothesis. Sup
pose then k<0. As we have <j>(x—y)^k, <t>(y—x)^k} we get 
—<f>((x—y)/k)3*l, — <l>((y — x)/k)Sl, then, by hypothesis, (x—y)/k 
£gl, (y — x)/k^l, hence |#—;y| S \k\ 1. Consequently <f>(—\x —y\) 
^<j>( — \k\ 1) = |&|<£(~~ 1) = &, which means, since — (x+y) = — \x—y\, 
that <t>(-~x—y) ^k. 

Finally we have: (1) | | l | | = - 0 ( - l ) = 1, 1^0 because 0(1) = 0 ; (2) 
let ||x|| ^ 1 , that is to say, max (—</>(x), — </>(—x) ^ 1 ; then —<£(x)^l, 
—<j>(—x) ^ 1 , hence — xt^l, x^lt then \x\ :gl. 

THEOREM 4. An S-ring with unit R is a Stone normed ring4 and con
sequently a linear lattice.5 

PROOF: (1) R is a linear ring and is partially ordered (see Proposition 
8); (2) if "e" is the unit of R, then nx+e^0 for any integer n>0 
implies x^O (see Proposition 9, (E2)); (3) \e = x^0 for some real 
number X (see Proposition 9, (E3)); (4) R is complete in the norm 

||#|| = inf (\;X^ + e ê O , k - 6 ^ 0), 

which turns out to be \\x\\ =max (—<£(#), — <f>(—x)) (see Proposition 
9, (E4)). 

8 S. Kakutani, Ibid. p. 997. 
4 M. H. Stone, A general theory of spectra, I, Proc. Nat. Acad. Sci. U.S.A. vol. 

26(1940) pp. 280-283. 
* M. H. Stone, Ibid. pp. 280-281. 
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COROLLARY. An S-ring R' without unit is a linear lattice. 

In fact, by Proposition 10, R' is a maximal ideal of the ring R de
fined in §10 (see Proposition 10) and so, by Theorem 4 and Stone's 
result,6 R' is a linear lattice, precisely a sublinear lattice of R. 

THEOREM 5. An S-ring without unit R' whose index <f> is such that 
<t>(x) =$(x_) is equivalent ( = isometric, ring and lattice isomorphic) to 
the set (B C) of all bounded continuous real functions defined in a locally 
compact Hausdorff space which vanish at infinity, and <j>{x) =inf (ƒ*(/)), 
where inf means greatest lower bound of andfx is the correspondent func
tion of the element # £ i £ ' . 

PROOF. (1) R' is a maximal ideal of the S-ring R defined in §10 
(see Proposition 10). This S-ring R is a Stone normed ring (see 
Theorem 4) and so equivalent to the set C of all continuous real func
tions defined in a compact space.7 This compact space is the set M of 
all maximal ideals in R (with an appropriate topology) and the cor
respondence between R and C is that one which associates to each 
wÇ.R the real function ƒ«,(/), defined in the space M, such that 
fw(I)e — w^I (e is the unit of R).8 Then, if w(E.R' we have fw(R')e — w 
G-R', hence fw(R') = 0 , that is to say, if fx is the correspondent func
tion of an element x of R' thenfx(R') = 0 . We have, therefore, that R' 
is equivalent to the subset (BC) of C formed by all functions of C 
which vanish in R'Ç:M. Let us take off R' from M: we get a new 
topological space M1 which is locally compact and has R' as the point 
at infinity. We have also that now {BC) is the class of all bounded 
continuous real functions defined in M' and which vanish at infinity ; 
(2) let us prove now that <f>(x) =g.l.b. (ƒ*(/)): we have ||x|| = suprGM 
| / s ( I ) | , fx being the correspondent function of x£ i£ . Suppose now 
that x belongs to R', then | |x | l=max (—<j>(x), —</>(—#)) a n d so 
max (-<K#), - 0 ( - x ) ) = s u p / G j j f | / a ; ( / ) | . If -x^0,thenf-x= -fx^Q, 
(j)( — x) = 0 and consequently — </>(#) = suprGM (—ƒ*(/)), that is to say 
4>(x) =mîiç.M (fx(I))- For any x £ i £ ' we have, by hypothesis, <j>(x) 
=<f>(xJ) and so <t>(x) = infiGjjf (ƒ*_(/)). But ƒ*-= (jQ-, so <fi(x) 
= infj^jjf ((fx(I))J). The function fx vanishes at least once (at in
finity), hence inf ((ƒ*)-) =inf (fx) and therefore <fi(x) = infiç,M (fx(I)). 
But inf jGjif (ƒ*) ~infjG i l f / (fx), and so <j>(x) = infiGM '(ƒ*(/)). 
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