
ON THE THEORY OF SUM-EQUATIONS 

I. M. SHEFFER 

1. Introduction. A system of linear equations is called a sum-
equation system if it has the form 

(1.1) an0xn + anixn+i + • • • = cn (n == 0, 1, • • • ), 

with ano7*0. All quantities are assumed to be complex numbers. Let 
{An(t)} be defined by 

00 

(1.2) ;4„(0 = 2>».<* (w = 0, I , - . - ) , 
«-o 

and define the type of a sequence {yn} as the number ((y»)) given by 

(1.3) ((?„)) m lim sup | yn \l'\ 
n-+oo 

Suppose the functions {^4n(/)} are analytic in | / | <q, and that 
((^n))=S<g, so tha t the function 

(1.4) C(t) = jtcj» 
o 

has the radius of convergence 1/8. 
Let functions {HkJ(t)} (j = 0, 1, • • • , fe~l; jfe = 0, 1, • • • ) be 

defined by 

(1.5) Hk,j(t) = a + cj+kt
k + Cj+2kt2k + • • • , 

and let 

H*,o(l/0 (l/OH*.i(l/0 • ' • ( 1 / O F * , * - I ( 1 / / ) 

A0(o)kt) o)kAi(o)kt) • • • co& 4fc_i(cofc0 
(1.6) A*(/;ff) = 

fc-i fc-i *-i <*-ix*-i) fc-i 
ilo(u>Jfe 0 COfc i4l(0)ft t) ' * * ü)k Ak„i{ü)k t) 

where 

(1.7) « * » e2**'* [$ = (-1)»/*]. 

The functions Hkj(t) are analytic in | / | <1 /S , the function Ak(f) 
given by 
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(1.8) A * W -

A0(t) AM A2(t) . . . A^t) 

A0(o)kt) o)kAi(ù3kt) o)kA2(o>kt) • • • co* Ak-i(<akt) 

. f * - l v k-1 . f ft-lx 2(fc-l) . f * - l . (ft-D(*-l) A , * - l . 

in 11| <g, and the function Ak(t; H) in the ring h < \ t\ <q. 
The present article has two principal aims. One is to establish the 

following result on sum-equations: 

THEOREM 1.1. Let the functions {An(t)} be analytic in \t\ <q, 
with ^4n(0)7^0, and let ((Cn))=5<g. If there exists an increasing se­
quence of integers k8 (5 = 1, 2, • • • ) such that 

(1.9) lim k8àks(t; fl)/A*.(0 = A*(flf 
« = 0 0 

the convergence being uniform in a ring R: qi<\t\ <q2f with 8<q2^q, 
then 

= —: f tn~l 
(1.10) *n = — : t«~lù>*{t)dt 

2iriJ y 

is a solution of system (1.1), where y is a rectifiable simple closed curve 
surrounding t = 0 and lying in the ring R. Moreover, ((#n)) Sd where d 
is the maximum distance from y to the origin. 

This theorem will be obtained in §3 as the result of a limiting 
process based on the solution of associated ^-periodic systems of 
equations. The second aim is to obtain solutions of homogeneous 
and nonhomogeneous ^-periodic systems, in closed form, as contour 
integrals. This is done in §§2 and 4. 

2. Nonhomogeneous ^-periodic system. Sum-systems that are 
fc-periodic (with or without perturbation terms) were treated else­
where.1 There the existence theorems did not give solutions in closed 
form. We now obtain closed solutions. System 

(2.1) an0xn + anlxn+x + . . . « < ? „ (n = 0, 1, • • • ) 

is k-periodic if 

(2.2) Akn+P(t) = Ap(t) (p = 0, 1, • • • , k - 1; n = 0, 1, . • • ), 

where the functions {An(t)} are given by (1.2). We suppose here that 

1 1 . M. Sheffer, On k-periodic systems of linear equations. Trans. Amer. Math. Soc, 
vol. 63 (1948) pp. 244-313. We shall refer to this article as Tr. 
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each An(t) is analytic in | / | ^q (so that q can be replaced by q+e for 
sufficiently small positive e), and that ((cn)) = ö^Lq. 

Let 7 be the circle | / | =q'f where 5<g ' , and where q1 is chosen 
close enough to ô so that the functions {An(t)} are regular2 in | / | Sq' 
and also so that the function Ak(t) given by (1.8) has no zeros on 7. 
Define the sequence z™ by 

(2.3) Zn = — - —— .A*;o,/(OHfti,( — )dtt 

2irtJ y Ak(t) \ t / 

where HklV is given by (1.5) and Ak;rj(t) is the cof actor of the element 
in the rth row and jth column in Ak(t). Moreover, a and v are (as yet 
undetermined) integers whose value will be made to depend on j . 

Substitute the sequence z^ into the (fes+r)th equation of (2.1). 
By uniform convergence, and the use of (2.2), 

-4&S+»-L{2W } J — Z~, aks+r,nZkS+r+n 

(2.4) 
1 r tk*+r+* / 1 \ 

27riJ y A*(/) \ / / 

Make the substitution t = œîu, where cok is given by (1.7) and X is 
an integer. As t traverses 7, so does u, and on using the relations3 

(2.5) Ak(œ\t) = A*(0, 

(2.6) Hk,v(o>lt) = Hht9(f), 

we obtain 

„> 1 r U*°<+'+< / 1 \ X(r+,+l> 

(2.7) 2viJy Ak(u) \u/ 

'Ar(<aku) - Ak;otj(o)ku)du. 

Now sum over X = 0, 1, • • • , k — 1 and divide by k: 

jks+r+ff 

(2.8) 

c ') 1 c uks~*~r' 
Ak,+r[{Zn }] = —— I — ~ 

2irkiJ y &k\u ) 

Hk,A — )< X) w & r * Ar(o)ku)Akiotj(o)ku)}du, 

2 This requirement is especially needed when S—g. 
3 (2.5) appears as Theorem 2.2 in Tr. (loc. cit.); and (2.6) is an immediate conse­

quence of (1.5). 
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From Lemma 3.2 of Tr. (loc. cit) we find that 

(2.9) Ak;ot3{o>kt) = «* A*;x,/(0; 

so 
jks+r+c 

(2.10) 

Aki+r[{Zn }J - T - 7 - . I —J-. 
2irktJ y Ak{u ) 

HkA — )< J^03k3+a [o)kAr(o)kU)Ak;\,i(u)]>du. 

But from the definition of A&;x,; as a cofactor in the determinant 
A&(/), we have 

(2.11) 2^o)kAr(ù>ku)àki\tj(u) = 1 „ ., . 
x=o I 0 if j 5* r. 

Consequently, if we choose <r= — j — 1, as we now do, then the brace 
in (2.10) has the value A*(w) or 0 according as j = r or j?£r. 

Thus, for r, j = 0, ! , - • • , £ — 1; s = 0, ! , - • • , 

( / ) i 
(2.12) i W [ { * } l = 

— [ u^HkJ—\u, J = r; 

0, i ^ r. 

Now choose P = J , and define {yw} by 

(2.13) yn=Z*n\ 

so tha t 

Then from (2.12) we see that 

^***[{?»}] = 7 7 : f u*-lHkJ—)du 
ZTklJ y \U/ 

(2.15) = — coefficient of u~u in Hk,r(—J 

1 

so the following result has been established : 
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THEOREM 2.1. Let system (2.1) be k-periodic, and let the f unctions 
\An{t)} be analytic in \t\ gg , with An(0)5*0. Then f or each sequence 
\cn\ of type Srgg, (2.1) has the solution 

(2.16) xn** kyn 

where {yn} is given by (2.14), the contour y being the circle \t\ = g', 
where q' is larger than S but smaller than the minimum radius of con­
vergence of the sequence of functions {An(t)}, and where, moreover, 
there are no zeros of the function Ak(i) on y. 

REMARKS, (i) Curve 7 need not be a circle ; it suffices that 7 be a 
rectifiable simple closed curve surrounding / = 0 and lying in the ring 
ô < | / | <Rf where R' is the minimum radius of convergence of the 
power series {An(t)} (defined by (1.2)). 

(ii) Let R" be chosen (not to exceed R') so that Ak{t) has no zeros 
in the ring ô < | / | <R". Then all contours 7, of Remark (i), that lie 
in this new ring will obviously yield the same solution (2.16). Inspec­
tion of (2.14) shows that the type of {yn} and hence of {xn} cannot 
exceed d, where d is the maximum distance from 7 to the origin. 
Since 7 can be chosen as close to the circle \t\ = S as we wish, it fol­
lows that for 7 in the ring ô < 11\ <R", the type of the solution (2.16) 
cannot exceed 5. If ( (# n ) )<ô, it is easy to show that the sequence 
4 n [ { ^ n } ] , that is, the sequence {cn}, is also of type less than ô; which 
is a contradiction. Hence we conclude that if contour y lies in the ring 
8 < 11\ < i ?" , the solution (2.16) is of type equal to d. 

COROLLARY. The solution (2.16) can be written 

(2.17) xn = — f ^~7'àk(t; H)dt, 
2TI J y Ak{t) 

where Ak(t; H) is given by (1.6). 

This follows at once from (1.6), (2.14) and the meaning of Ak;o,j(t) 

3. Proof of the theorem. We now establish Theorem 1.1. Choose 
the number Q to be less than q and also to lie in the range S < Q S q^ 
Consider an arbitrary positive integer k, and denote by of(&) the 
^-periodic system obtained from (1.1) by using the first k equations 
of (1.1) ; that is, systems (1.1) and zAik) agree in their first k equations. 
All the results of §2 apply to zAiJc) if we use Q in place of q. 

Since (1.9) holds uniformly (in the ring R), there exists an integer 
S such that if for an s>S the denominator Ak8(t) has zeros in the 
ring, then these zeros are completely cancelled by corresponding 
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zeros in the numerator Ak8(t; H). I t is therefore not necessary that 
the contour y avoid zeros4 of the denominator. 

Choose 7 as a circle whose radius r lies in the range S <r < Q. Given 
€>0 , there exists an S = S€ such that for all s>S, 

(3.1) | { ksAk,(t; fl)/A*.(0} - A*(0 | < e, 

uniformly on y. Let {x®**} be the solution given by (2.17) corre­
sponding to the ^-periodic system oA^9\ and let {xn} be given by 
(1.10). Then 

(3.2) 

Z (ks) Y ^ 

üpnXn+p / j &pnXn-\-p 
n«=0 n=0 

«= I-r-: f t*-lA,(t)[{k*t.(f; fl)/A».(fl} - A*(t)]dt 
I 2 T I J y y 

where Afp = max |<4P(/)| for t on y. 
Let £ be arbitrary but fixed, and choose 5 (already subject to the 

condition s>S) so that k8>p. Then 

(3.3) Ap[{xn ' }] = cpt 

since {ff»***} satisfies system oA^'K Hence 

(3.4) | cp - Ap[{xn}]\ < Mp-rv-e. 

Since p is fixed and e is arbitrary, it follows that 

That is, {#w} satisfies the pth equation of system (1.1); and from the 
arbitrariness of py \xn\ satisfies system (1.1). The portion of Theorem 
1.1 referring to the type of solution {xn} follows at once from (1.10), 
so the proof of Theorem 1.1 is complete. 

REMARKS, (i) The hypothesis of Theorem 1.1 can be weakened in 
the following way without affecting the conclusion : Replace the con­
dition that (1.9) holds uniformly in the ring R: qi<\t\ <q$ with 
S <#2 ÛQ by the condition that (1.9) holds uniformly on 7, where y is a 
rectifiable simple closed curve surrounding the origin and lying in the 
ring 5 < | / | <q. 

(ii) If G(t) is analytic in and on 7, then (l/2iri)fyt
nG(t)dt = 0, 

4 Since each Ak(t) has in | /1 SQ only a finite number of zeros, it is possible to choose 
7 in the ring R so as to avoid all such zeros. For the purpose of a later Remark how­
ever, it is undesirable that 7 be so restricted. 
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7z=0, 1, • • • . In theratioAA;(/;jH)/Afe(/) that occurs in (1.9), one may 
therefore throw away all the positive powers of / (in the Laurent 
expansion for the ratio). Or one may state more generally: If there 
exists a sequence of functions {Gk(t)\, analytic in and on y, and a 
sequence {ks}y such that 

lim [{kAkXt', H)/Aka(t)} + tGk8(t)] = A**(/)f 
S=oo 

the convergence being uniform on y, then (1.1) has the solution 

*** = — f /-1A**(/)^. 

4. ^-periodic system, homogeneous case. I t will now be shown 
that the homogeneous ^-periodic system also has solutions that can 
be exhibited in closed form. The homogeneous system is 

(4.1) an0xn + anlxn+i + • • • = 0 (n = 0, 1, • • • ). 

I t is assumed as before that An(t) is analytic in | / | Sq and that 
-4n(0)$^0. Since the determinant Ak(i) of (1.8) has the property (2.5), 
it follows that the zeros (if any) of Ak(t) in \t\ Sq come in nests of k 
zeros each, such that if a is a zero, then the zeros in the same nest5 are 
co*a, s = 0, 1, • • • , & — 1. Moreover all zeros of a nest have the same 
multiplicity, so that the total number m of zeros of Ak(t) in \t\ Sq 
is a multiple of k: m = lk. We have termed / the order6 of àk(t) (in 
| / | <;#), and have shown7 that system (4.1) has precisely / linearly 
independent solutions of type not exceeding q. 

Consider a fixed nest of zeros {œla}. Let C be a rectifiable simple 
closed curve8 surrounding the origin and all the zeros of the nest, 
with all the other zeros of Ak(t) exterior to C; and define the sequences 

X%- {*&} by 
00 1 C tn+l(th - ah)r 

(4.2) *^» = " I —J-—•A«o.,(0#, 

where j , I are in the range 0, 1, • • • , fe — 1 , and r is a non-negative 
integer. The value of this integral is the same for all curves C ful­
filling the above conditions. I t is therefore no restriction to suppose, 

5 Note their symmetric position about the origin. 
6 Tr., §2 loc. cit. 
7 Tr., Theorem 3.6, loc. cit. 
8 C is also to lie in the common circle of convergence of the functions An(t), 

» = 0, 1, • • • , £ - 1 . 
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as we now do, that C is chosen so as to be invariant under a rotation 
of angle 2w/k around the origin. 

Let p = 0, 1, • • • , & - 1 ; s = 0, 1, • • • . Then, using (2.2), 

dpn %jl ; fcs-f p+ n 

(4.3) 
1 n tks+p+Utk _ ak\r 

= — " — A9(t)&Mti(t)dt. 
2wtJc àk{t) 

Since the only singularities of the integrand interior to C are at the 
zeros {cojoj}, we can replace C by k contours Co, • • • , Ck-u where 
Cx surrounds only the zero co£a. In fact, Cx may be chosen as a small 
circle centered at this zero, and if the radii of these circles are equal, 
then a rotation of angle lit/k around the origin will carry each circle 
into the next one. 

This replacement of fc by ]Cx=o fcx being accomplished, make the 
change of variable t = œ^u in the integral / c x . As t traces Cx the vari­
able u traces Co. Consequently, 

(r) 1 r (uk - akY 
Ato+piXj.ii = — : l — — — — 

2irtJc0 AfcW 
(4.4) 

V X=0 

and on using (2.9), 

ks+p+l ( ^ \(p+l+l) A . X X ) 

< Lcojk Ap(cûkU)Ak;o,2{oiktt)}au', 
V X=0 J 

(4.5) Ak8+p[Xjti\ = — : I — 7 « '$p,i,Mdu, 
2irtJco A*(«) 

where 
& — l 

(4.6) $*.!,ƒ(«) = Z ) W * P J Ap(ù)kt4)Aki\tj(u)du. 
x«=o 

For each j , choose l — k—j — 1. Then from (2.11) we obtain the rela­
tion 

f A*(*0 if £ = j , 

In both cases (4.5) becomes 

(4.8) Ak8+p[xt,L^i] = 0. 

To sum up: 

THEOREM 4.1. Let the functions {An(t)} be analytic in \t\ ^q, with 

(Ak(u) if 
(4.7) *,.*_*.!.,(«) = | y if 
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An(0)9*0. If {co^a}, 5 = 0 , 1 , • • • , fc — 1, is a nest of zeros of A*(0 with 
\a\ rgg, then f or eachj = 0, 1, • • • , k — 1 and f or each r = 0, 1, • • • , 
/fee sequence (4.2) OT£& l = k—j — l is a solution of the k-periodic homo­
geneous system (4.1). 

In Theorem 4.1 it is conceivable that one or more of the solutions 
(4.2), with l = k—-j — l, is identically zero. (This is certainly true for 
r sufficiently large.) We therefore examine the problem of linear in­
dependence. On eliminating I in (4.2) we obtain sequences to be 
denoted by X? : 

(r) rr) i r /*+w-i(/* - a*y 
(4.9) XY: *U = — I ^ T T -•A,,o,,(0<«; 

and these are the sequences that have been shown to satisfy9 (4.1). 
If we replace C by its equivalent, namely the sum of the con­

tours Co, • • • , Ck-u and on Cp set t = œlut then (4.9) is seen to be­
come 

rA IAN ( r ) 1 f ( w * ~ a * ) r n + * - ' ~ 1 A / ^J 

(4.10) */.n = : | — U •A*;/,n(«)rf«, 
27TZ J Co A*(w) 

where 
fc-i 

(4.11) A*; ƒ,»(») = ]Cw*nAjfc;p,/(«). 
2>«0 

I t is clear that 

(4.12) Ak;j,n+*k(u) = A*; ƒ,»(«). 

Also, by use of (2.9), one obtains the relation Ak;pj(ü)ku) —c4fik;p+ij(u). 
Applying this to (4.11) one readily shows that 

( 4 . 1 3 ) A*; ƒ,»(«*«) = COfc *Ajb; ƒ,»(«)• 

From (4.13) it follows that 

(4.14) (a>*«)n+*-^1At;/tn(co*«) = — [«w+*"iL-1At;/,„(«)], 

so that the bracket possesses a power series of the following type: 

(4. IS) «"+*-*-iA*s/.*(«) = Z ft/.n^m-*"1; 

9 They are also of type not exceeding q. 
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and from (4.12), 

00 

(4.16) «*+p*"f"1A*ï/in+,*(«) = « p f t Z bun;a-iu*k-1. 

Suppose a is a zero of multiplicity h for àk(t). Then this is also the 
multiplicity of each of the zeros in the nest {œs

ka}, so that 

(4.17) A*(0 = (/* - a*)*-Q*(0 

where Qk{t) is analytic in | / | ^ s + e (e>0 sufficiently small) and has 
the properties QA^COJCKJ^O and Qk(o)kt) = (?jb(0-

Let the circles Co, • • • , C/k-i be chosen so small that as u traces 
Co, then z = uk traces exactly once a rectifiable simple closed curve To 
tha t surrounds 2 = ak and has 2 = 0 in its exterior. We have 

Ajb(tt) = (2 - ak)h-qk(z) 

where #&(#) is analytic in and on To and nowhere zero there. Conse­
quently 

(4.18) 4,1 = - — f (z - a*)**-DkU,n(z)dz, 
2kTTl J T0 

where 

1 00 00 

(4.19) !>*;ƒ.*(*) = —— • Z *ƒ.»;•*• = Z <*/.»;•(* - <**)*. 
gfc(2) ««o s=0 

If aj and a £ exist in the range 0, 1, • • • , k — 1 such that 

(4.20) DKU^^O, 

then the h sequences (4.9), for r = 0, 1, • • • , h — 1, constitute a 
linearly independent set10 of solutions of (4.1). To see this, we first 
observe that from (4.15) and (4.16) follows the relation Dk;j,m+Sk(z) 
= z8Dk;jtm(z), so that 

(4.21) *£L+t* = TZ-. I (* ~ «fc)r-A-2«DA;/tW(2)&. 
2 kirt J T0 

Hence if Xj°\ • • • , Xf_1) are linearly dependent, then constants Xr 

exist, not all zero, such that 

{o}-Zur; 
r«=0 

" If r^ht (4.18) shows that {a£}
n} m { o } . 
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so, setting n — m+skf 

(4.22) 0 = Jt*r4.i = -— f z*DhUtm(z) i E M » - «*)•*-*}*• 

This is an identity for w = 0, 1, • • • , k — 1 and for all 5 = 0, 1, • • • . 
Choose s = 0, 1, • • • , & — ! and multiply the 5th relation by JJL8 where 
/is is chosen so that 

h-i 
]C Ms2* = (s — a*)*""1. 
8=0 

Also take tn = p. Then 

0 = Xo f Z>*s,iP(s)(s - a * ) - 1 ^ = X0Z) *;,-,„(«*); 

and by assumption (4.20), we must therefore haveXo = 0. In the same 
way it is shown that Xi= • • • =Xa_i = 0. This contradiction estab­
lishes the linear independence of Xj0), • • • , Xf~1^, as was asserted. 

From (4.15) and (4.19) we see that condition (4.20) is equivalent 
to this: p and j exist in 0, 1, • • • , k — 1 such that1 1 

(4.23) Afc;/,P(col«) ^ 0, 5 = 0, 1, . • • , & - 1. 

Now suppose that (4.20), and hence (4.23), does not hold. Then for 
every jy p> s in 0, 1, • • • , k — 1 we shall have 

(a) Ak;i,p(o>ka) = 0. 

For each fixed j and s, take u = œs
ka in (4.11). We obtain a system of 

linear homogeneous equations with a nonvanishing Vandermond 
determinant, so the "unknowns" must all be zero. Thus, 

(b) Ak;Ptj(œ°ka) = 0 (j>, j , s = 0, 1, • • • , k - 1). 

Conversely, (a) follows from (b). 
If we agree to say that system (4.1) is nonsingular at the nest of 

zeros {cos
ka} if there exists a triple of integers (p, j , s) in the range 

0, 1, • • • , k — 1 such that 

(4.24) A*,.,(«!«) ^ 0 , 

then we have established the following result: 

11 If (4.23) holds for one value of s it will then hold for all s, as we see from (4.12). 
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THEOREM 4.2. In the k-periodic homogeneous system (4.1) let the 
functions An(t) be analytic in \t\ â # , with ^4W(0)^0. If (4.1) is non-
singular at the nest of zeros {w'ka}, s — O, 1, • • • , & — 1, then the h 
sequences Xf\ • • • , Xjh~1} of (4.9) are linearly independent solutions 
of system (4.1) and are of type not exceeding q. 

REMARKS, (i) Let the order of àk(t) in | / | ^q be L If system (4.1) 
is nonsingular at every nest of zeros, then Theorem 4.2 provides us 
with sets of solutions, the total number of such solutions being 
exactly Z, and the solutions in each set are linearly independent. I t 
can be shown (although we shall not do so here) that the totality of 
these I solutions are linearly independent, and that they therefore 
constitute a complete set of solutions of type not exceeding q, of (4.1). 

(ii) If system (4.1) is not nonsingular at some nest of zeros 
{co£a}, then (4.9) will not yield h linearly independent solutions, but 
may yield some. There are h linearly independent solutions corre­
sponding to this nest, but their representation is not so simple as (4.9), 
and we do not discuss them here. 

(iii) One can proceed from (4.9) by a limiting process, and arrive 
at a result analogous to Theorem 1.1 for the homogeneous system 
corresponding to (1.1). However, one cannot be certain that the 
solution so obtained is not actually #w = 0. 

THE PENNSYLVANIA STATE COLLEGE 


