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The celebrated inequality of Hubert asserts that if #1, • • • , an 

are real and not all zero then 

(1) ±^<T±al 
Furthermore, if the constant 7r were replaced by a smaller number, 
then the inequality would be violated for some n, ai, • • • , an. On 
the other hand, let us regard n as fixed, and let Xn denote the best 
possible constant for the inequality 

(2) f -^- g K ± al 

Naturally Xn is just the largest eigenvalue of the section 

1 l n 

H + *dM,v~i 

of Hubert 's matrix, and we must have 

(3) 0 < 7T - \n = o(l) (n -> oo). 

The question of obtaining more precise information about the term 
o(l) in (3) seems to have been first publicly raised by W. W. Sawyer 
[ l ] . Because of the interest of this problem in numerical analysis [2] 
it has been investigated by several workers [3; 4; 5] with the result 
that various upper and lower bounds for the rate of growth of this 
term are known. We have been able to determine the desired rate of 
growth more satisfactorily by finding the first two terms of the 
asymptotic expansion of Xn. Our result is the following 

1 The work of the second author was supported in part by the U.S.A.E.C. under 
contract with the Argonne National Laboratory. 
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THEOREM. The best possible constant for the inequality (2) is of the 
form 

1 
(4) Xn = 7T 7r5(log n)~2 + 0(log log ^(log n)~z) (n —> oo). 

Our method consists in relating \n to the eigenvalue A» of the cor
responding integral equation 

/

%n ƒ 0 ) 
dv, 

i u + v 

which seems considerably more tractable. 
Indeed let us put, in (5), f(u) = u~lj2g{u)1 n~e2A, u = ex+A, v = ev+A 

and g{ex+A) =<t>(x). Then (5) becomes 

(6) A»*(*) = f K(x- y)4>(y)dy, 
J -A 

where 

(7) K(t) = (2 cosh —J . 

We will now sketch two proofs of the fact that 

(8) An = T 7r5(log n)-2 + 0(log n)~* (n -» 00). 

The first of these consists merely in observing that problems of the 
form (6) have been treated by Widom [6; 7] in great generality. 
Thus, after verifying that the Fourier transform of K(t) satisfies the 
hypotheses in [6] we get (8) at once from Theorem 3.1 of [ó]. 

For a direct proof of (8), define 

Jx)r \ vx
 A ( 1 ) u T% 

4> (x) = cos y An — ir sech > 
2A 2A 

. ( 2 ) / x * * A ( 2 ) 7T 2 

<t> (x) = COS ; An = 7T Sech • 
2 U + ƒ>) 2(A + p) 

Then $(1)(#) and <j){2)(x) are eigenfunctions of 

£ ÜT(# — y)<t>{y)dy = A0(#) 

with eigenvalues A£x), A„2) respectively. Now we have 
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ƒ" 
JA 

K(x - y)^(y)dy < 0 (-Agx£ A), 

and similarly for Jl$. Further, it is not difficult to show that we can 
fix a positive p such that for all sufficiently large A we have 

J* 00 

K(x - y)4>w(y)dy > 0 (-A £xg A), 
A 

and similarly for flû. Therefore 

fAK(x - y)4>W(y)dy è A^V"**), 
J -A 

/
K(x - y)<}> (y)dy S An <t> 0 ) , 

-A 

and since i£, $ (1) and $ (2) are nonnegative it can be proved in a well-
known way that A £ ° ^ J A W ^ A £ 2 ) , and (8) follows by a suitable choice 
of p. 

We proceed now to relate Xw to A». First, since 

1 1 
è ( l ^ « , ^ n + l ) , [u] + [v] u + v 

the largest eigenvalue of the kernel on the left is not less than An+i. 
The former is, however, just Xn as can be seen by taking for the 
eigenfunction a step function whose values are the components of the 
eigenvector corresponding to Xn. Hence X nèA n + i . 

On the other hand, for h>0 we have 

1 1 + * 
S ( 1 ^ « , ^ » + 1 ) . [u] + [v] ~~ u + v - 2 + 2h 

Thus Xn^X^ where X^x) belongs to 

1 + h 

u + v - 2 + 2h 

Further, X ^ X f where Xf belongs to 

1 +h 

on (1, n + 1). 

u + v 

and Xl2)=Xi3) where \® belongs to 

on (h, n + h), 
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1 + A / n+h\ 

u + v \ h / 

But we know that 

Xn8> = (1 + h) L - j TAT + O(AT)) 

where 

1 /n+h\ 

Choosing h = ( (1 /2) log n)~z, the theorem follows. 
Added in proof. In a forthcoming note in the Nederl. Akad. 

Wetensch., the second author observes that the methods of this paper 
apply generally to matrices K(m, n) if K{x1 y) is symmetric, nonnega-
tive, decreasing and homogeneous of degree — 1. 
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