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1. Introduction. The results referred to in the title of this an­
nouncement are contained in [3]. A detailed statement of them fol­
lows. 

THEOREM 1. Let G be a subgroup of the symmetric group Sn of degree 
n. Let M be a representation of G as unitary linear operators on some 
unitary space U, dim [7 = m, and let H=(hij) be an n-square positive 
definite hermitian matrix. Then 

(1.1) MH= Ei fWOfew) 
<reO i—1 

is a positive definite hermitian transformation on U. 

Let M be an arbitrary representation of G as linear operators on 
some unitary space U, dim U = m, and let % be the character of M. 
Define the generalized matrix function dx(H) by 

(1.2) dx(H) = tv(MH) = E xW f l **<«>. 
o EG »*-l 

Schur's second result relates dx(H) to the determinant of H. 

THEOREM 2. If H is an n-square positive semi-definite hermitian 
matrix then 

(1.3) dx{H) è m det H. 

As Schur points out, the inequality (1.3) contains the Hadamard 
determinant theorem and the Fischer inequality as special cases. 
Schur's proofs of Theorems 1 and 2 are lengthy and extraordinarily 
intricate. The purpose of this announcement is to prove Theorem 3 
below. This result contains Theorems 1 and 2 as corollaries and con­
stitutes a substantial generalization of them both. Moreover, the 
proof outlined here is quite simple and direct. The technique is also 
currently producing new inequalities for the generalized matrix func­
tions dx. 

THEOREM 3. Let G be a subgroup of the symmetric group Sn of degree 
n. Let M be a representation of G as unitary linear operators on a finite 
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dimensional unitary space U, dim U=m. For A an arbitrary n-square 
matrix define MA by 

(1.4) MA~ £ ATM E **<<>• 
aeG t'-i 

If x and y are any two vectors in U and A and B are any two n-square 
matrices then 

(1.5) | (MABX, y) |2 â (MAA*X, x)(MB*By, y). 

To obtain Theorems 1 and 2 from the inequality (l.S) set B = In 

and H=A*A where A is a triangular matrix. Then Min = Im and 
MA = I I ? - I 0«Jm= (det A)Im. With x = y and ||x|| = 1 in (l.S) we im­
mediately obtain 

(1.6) det H = | det A |2 « | (Af^a, *) |2 ^ (MAA*#, *) = (If**, a). 

We also compute immediately from the definition that for any n-
square X, (Mx)* = Mx* and hence MH is hermitian when H is. I t 
follows from (1.6) that if H is positive definite then M H is positive 
definite as well. Moreover, every eigenvalue of MH is bounded below 
by det H and thus 

dx(H) = tr(Mjy) è m det # , 

the inequality (1.3). 
I t is worth remarking that the inequality (l.S) can be seen to 

imply for any A and B tha t 

(1.7) \dx(AB)\*£dx(AA*)dx(B*B). 

The inequality (1.7) was previously known in case x is a character 
of degree 1. In fact, this result is the starting point of a sequence of 
results on the function dx [ l ] , [2]. 

2. Proof outline. To prove Theorem 3 we need some elementary 
results about tensor spaces. 

Let Vu • • • , Vn be finite dimensional unitary spaces over the com­
plex numbers and let ® ?»i Vi denote their tensor product. If x»£ Vi% 

i = l , • • • , n> then #i® • • • ®xn=f is the tensor in ®?„i Vi whose 
value on any ^-multilinear functional <j> is ƒ(</>) = $(xi, • • • , #n). We 
won't notationally distinguish the inner products in the various Vit 

An inner product in ®?»i Vi is given by 

n 

(2.1) (*i ® • • • ® o„, yi ® • • • ® y») = H (x*> y<)-
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If A i is a linear transformation on V», i — 1, • • • , n, then the tensor 
product of the A » is a linear transformation on <8> ?-i F» defined by the 
formula 

(2.2) Ai ® • • • ®il„#i ® • • • ® #* = i4i#i ® • • • ® .4nffn. 

The formulas 

(2.3) (il l ® . - . ® An)(Bi ® • . • ® Bn) = illBl ® - • • ® AnBn 

and 

(2.4) (i4i ® • - • ®iln)* = A? ® • • • ® A* 

are immediate consequences of (2.1) and (2.2). The star on the left 
side of (2.4) is the conjugate dual with respect to the inner product 
defined in (2.1) and the star on Ai is the conjugate dual with respect 
to the inner product in V* If V\= • • • = Vn= V, and crGSn then 
the permutation operators P(a) defined by 

(2.5) P(cr)xi ® • • • ® %n = OP0(D ® • • • ® #*(»), 4> = a"1, 

constitute a representation of G as unitary operators on ®?_i V. Set 
W— ®?-i F and define the linear transformation T on £7® IF by 

(2.6) T = Z M ( < T ) ® P(a). 

It is trivial to verify the following statement: 
T is hermitian and essentially idempotent. That is, 

T* = T, T2 = gT 

where g is the order of G. 
Next let x, yÇzU, and v, w&W. From the Cauchy-Schwarz in­

equality applied to the inner product in U®W we obtain 

(2.7) | (Tx ® v,Ty ® w) |2 ^ (Tx ® v, Tx ® v)(Ty ® w, Ty ® w) 

and from the hermitian idempotent properties of T we obtain 

(2.8) j (Tx ® v, y ® w) |2 ^ (Tx ® v,x ® v)(Ty ®w,y® w). 

From (2.7) and (2.8) it follows that 

(2.9) 

\(l£(P(*)v,wW(*)x,y)\ 
I \<reo / I 

^ ( E OP(<0*, v)M(<r)x, x) ( E (P(<r)w, w)Jf (*)y, A 
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Setfl = tfi® • • • ®vn,w = Wi® • • • ®wnwherevilwiE:V1i=l} • • • ,w, 
and observe that 

n 

Thus (2.9) becomes 

( n \ 12 

(2.10) «"** n
 y ' 

^ ( Z) I I (^^(o)M(o-)^, * ) ( i ; n ( w h w0(i))M(a)y9 y)• 

We now specialize V to be the space of w-tuples over the complex 
numbers with the usual inner product. If A and B are any w-square 
matrices let Vi, • • • , vn be the rows of A and Wi, • • • , wn be the 
columns of B so that the (i, j) entry of AB is just (vi} wf). Then 
(2.10) immediately yields (1.5). 
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