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Let $X_{N}$ for $N=0, \pm 1, \cdots$ be independent random variables with finite first absolute moments; let $A_{N}=\left\{a_{N, k}: k=0, \pm 1, \cdots\right\}$; let $\left\|A_{N}\right\|_{\infty}=\sup _{k}\left|a_{N, k}\right|$ and $\left\|A_{N}\right\|_{p}=\left[\sum_{k}\left|a_{N, k}\right|^{p}\right]^{1 / p}$ for $1 \leqq p<\infty$; let $S_{N}=\sum_{k} a_{N, k}\left(X_{k}-E X_{k}\right)$; and let $p$ and $q$ be numbers in [1, $\infty$ ] satisfying $1 / p+1 / q=1$.

Theorem. Suppose there exist positive constants $M, \gamma$, and $1 \leqq p \leqq 2$ such that for $0<x<\infty$ and all values of $k$

$$
\begin{equation*}
P\left\{\left|X_{k}-E X_{k}\right| \geqq x\right\} \leqq \int_{x}^{\infty} M \exp \left(-\gamma t^{p}\right) d t \tag{1}
\end{equation*}
$$

Suppose $\left\|A_{N}\right\|_{2}$ and $\left\|A_{N}\right\|_{q}$ are finite for all $N$. Then

$$
T_{N}=\lim _{\alpha \rightarrow-\infty ; \beta \rightarrow \infty} \sum_{k=\alpha}^{\beta} a_{N, k}\left(X_{k}-E X_{k}\right)
$$

exists as an almost sure limit for each $N$ and there exist positive constants $C_{1}$ and $C_{2}$ such that for every $\epsilon>0$

$$
P\left\{T_{N} \geqq \epsilon\right\} \leqq \exp \left[-\min \left\{C_{1}\left(\frac{\epsilon}{\left\|A_{N}\right\|_{2}}\right)^{2}, C_{2}\left(\frac{\epsilon}{\left\|A_{N}\right\|_{q}}\right)^{p}\right\}\right] .
$$

The constants $C_{1}$ and $C_{2}$ which are obtained depend only on $M, \gamma$, and $p$. They do not depend in any other way on the distribution of the $X_{k}$ 's and they do not depend on the coefficient sequences $A_{N}$.

When $p=1$ the condition (1) is equivalent to the existence of constants $T>0$ and $C>0$ such that $E \exp \left(t X_{k}\right) \leqq \exp \left(C t^{2}\right)$ for all $k$ and all $|t|<T$; when $1<p \leqq 2$ it is equivalent to the existence of a constant $C>0$ such that $E \exp \left(t X_{k}\right) \leqq \exp \left[C\left(t^{2}+|t|^{q}\right)\right]$ for all $k$ and $t$.

$$
\text { If } \begin{aligned}
p=1 \text { and } a_{N, k} & =1 / N & & \text { for } k=1, \cdots, N, \\
& =0 & & \text { otherwise }
\end{aligned}
$$

[^0]then this theorem reduces to the well known result (see [1] and [2]) giving exponential convergence rates in the law of large numbers; that is, the theorem guarantees $0 \leqq \rho_{\epsilon}<1$ such that $P\left\{T_{N} \geqq \epsilon\right\} \leqq\left(\rho_{\epsilon}\right)^{N}$ for all $N$.

If $p=1$ and $\left\|A_{N}\right\|_{1} \leqq M<\infty$ for all $N$, then since $\left\|A_{N}\right\|_{2}^{2} \leqq\left\|A_{N}\right\|_{1}$ $\times\left\|A_{N}\right\|_{\infty}$ we see that there exists $0 \leqq \rho_{\epsilon}<1$ such that $P\left\{T_{N} \geqq \epsilon\right\}$ $\leqq\left[\rho_{6}\right]^{1 /\left\|A_{N}\right\|_{\infty} \text {. The assumption made here about the distributions of }}$ the $X_{k}$ 's is equivalent to that made in (1) of Theorem 1 of [3]. Thus we obtain Theorem 1 of [3] as a corollary to the theorem given above. We actually obtain a stronger result than Theorem 1 of [3] since it is not necessary for $\left\|A_{N}\right\|_{1}$ to even be finite for our theorem to hold.

If $p=2$, then $\left\|A_{N}\right\|_{2}=\left\|A_{N}\right\|_{q}$ and we obtain $P\left\{T_{N} \geqq \epsilon\right\} \leqq\left[\rho_{\epsilon}\right]^{1 /\left\|A_{N}\right\|_{2}^{2}}$ for some $0 \leqq \rho_{\epsilon}<1$. This is essentially Chow's Lemma 2 in [4]. We can obtain generalized versions of his Theorems 1 and 2 from our theorem.

Note that no improvement can be obtained by taking $p>2$, and in fact not even by assuming a uniform bound on the $X_{k}$ 's. The Central Limit Theorem seems to provide a bound on the rate of convergence obtained in this theorem.

A continuous case analogue similar to the theorem of [5] and proofs will be published elsewhere.
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