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1. Introduction. Let G be a noncompact, semisimple Lie group, 
and let U(G) be the universal enveloping algebra of its Lie algebra. 
[For notations used here, see [3]. ] Consider an irreducible representa
tion p of G on a Hubert space H. Let 1(G) be the central elements in 
U(G), i.e., the Casimir operators of the Lie algebra. Then, for 
A G / ( G ) , p(A) is a multiple of the identity in H> which implies that 
the matrix elements of the representation, considered as functions on 
G, satisfy certain invariant differential equations, whose nonconstant 
terms are just the differential operators on G resulting from consid
ering the elements of 1(G) as differential operators on G. 

Following a suggestion of A. Koranyi, we now ask the following 
question. Suppose A is an element of U(G) that is not in the center. 
Are there representations p which have the property that p(A) is a 
multiple of the identity also, hence that the matrix elements of p, 
considered as functions on G satisfy additional differential equations 
derived from A? A remark of this type might be useful in interpreting 
the role that the various types of representations play in the Plan-
cherel formula for functions on the group, and in characterizing by 
differential equations the classes of harmonic functions on G/K 
(K = maximal compact subgroup) arising from various Poisson inte
gral formulae. 

In this note, we indicate how to find such A's for certain induced 
representations of G. Roughly, we show that the higher the degree of 
degeneracy of the representation, the more likely one is to find such 
operators. We use a differential geometric method already given in 
[2] and [3] to prove the vanishing of certain differential operators. 

2. Conditions for the vanishing of differential operators. Consider 
a space with variables (xi)=x (choose the range of indices l ^ z , j , 

• • •»=*#) . Let A and X be linear differential operators on this space, 
of order r and 1 respectively. Then 

A = E ^ û - - - v T ^ — - + ( • • • ) 
dXix • • • aXir 

where Aix • • • <r(#) are functions on this space, depending symmetri
cally on the indices. [The terms ( • • • ) are of lower order. ] 
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Suppose that X is of the form : 

(2.1) Z \iXi— +f(x) = X' +f(x) 
dXi 

where (Xt) are constants, and ƒ(x) a function. Suppose also a relation 
of the following form between X and A: 

(2.2) [X, A] = XA 

with real X, where [ , ] is the commutator of two differential opera
tors. 

Now 
r à 1 d 
L oXkJ oXk 

[X,A]^ZX'((Ah...ir)-Ail...ir(\il+ • • • +K))- d-~~~+ •••• 
dxix • • • dxir 

Comparing this with (2.2), we have 

(2.3) X\A4l...O = Ah...irQi + \h + • • • + A,r). 

Taking the value of both sides at x = 0 gives 

(2.4) . ^... tV(0)(X + \h + • • • + \ir) = 0. 

Then we have proved 

THEOREM 2.1. Suppose that 

X + X»! + • • • + X»r T̂  0 for 1 ^ i, W2 - - • ir ^* n. 

Then, 4 t l... l r(0) =0, i.e., Jfee highest order terms of A vanish at # = 0. 

3. Induced representations. Let G be a connected, semisimple, 
noncompact Lie group with a finite center. Let if be a maximal com
pact subgroup, G = K+P the Cartan decomposition, i.e., 

[K,K]CK; [K,P]CP; [P,P]CK. 

Let X be an element of P. Then, Ad X has real eigenvalues. Let C(X) 
be the centralizer of X in G, TV+CX") and N~(X) the (nilpotent) sub-
algebras formed by the eigenvectors of Ad X with positive and nega
tive eigenvalues. Then 

G = C(X) 0 N+(X). 

Let C(X), N~(X), N+(X) be the connected subgroups of G generated 
by the corresponding subalgebras of G. Let H be the subalgebra 
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C(X)+N~~(X), and H the corresponding subgroup. Then H is one of 
the boundary subgroups and K acts transitively on G/H. 

Let po be the identity coset of G/H. Consider the orbit N+p0. It 
is known that it is an open set in G/H, and its complement is a union 
of a finite number of submanifolds of lower dimension. Let Y\t • • • , 
Yn be a basis of N+ consisting of eigenvectors of Ad X. Let #1, • • • , #n 

be "canonical co-ordinates" on the orbit N+p0 with respect to this 
basis, i.e., 

XiiExpihYi) • • • Exp(fnYn)-po) = *», l£i£ ». 

Then, the action of exp tX on G/H is linear in these co-ordinates. 
Further, the volume element dx = dxi - • • dxn is invariant under the 
action of N+. Use dx to construct an inner product on the space 
F(G/H) of complex valued functions on G/H. 

if, ƒ) = ƒ f(p)dx for ƒ G F(G/H). 

(p denotes a typical point of G/H.) Construct a representation p of 
G on F (G/H) in the standard way: 

p(*) (ƒ)(*) = ™(g, P)f(rlP) 

for g£G, pÇ:G/H. [tn(g, p) is a multiplier system for the action of 
G on G/H] 

Bruhat [l] has given the most extensive treatment of this general 
situation and we can refer there for a full discussion of the relation to 
the work of Bargmann, Gel'fand and Neumark, and Mackey. 

Our constructions imply that p(X) is of the form (2.1) with eigen
values Xi, • • • , Xn just the eigenvalues of Ad -ST on Fi, • • • , Fw. 
Suppose A: F(G/H)—>F(G/H) is a differential operator satisfying 
(2.2). Then, under conditions on X, Xi, • • • , Xn and r made precise in 
the last section, we may conclude that the highest order terms of A 
vanish at po. We now present more conditions which, if satisfied, 
imply that A is a zeroth order operator. 

Let us forget about the conditions of §2 for the moment. Suppose 
Ai, • • • , Am are differential operators: F(G/H)-*F(G/H) which 
transform among themselves under p(G), i.e., 

(3.1) P^àuPir1) = auv(g)Av 

for g£G. [l^ut vt • • * , ^m; summation convention in force.] 
Then, also 
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[p(X), Au] « auv(X)Av 

g-^(aUv(g)) and X-*(auv(X)) are matrix representations of G and G. 
Suppose that we knew that the highest terms of all the operators 
Ai, • • • , Am vanished a t pQ. We will now show that we can conclude 
that the highest order terms vanish identically on G/H. 

LEMMA 3.1. Suppose A{, • • • , A^ are the highest order differential 
operators occurring f or the operators Ai, • • • , Am, i.e., AW=AW' + (opera
tors of lower order), l^u^m. Suppose each Aw' is an operator of 
order > 0 . Let p'(g) be the transformation ^(p)-^^(g"1p) on F (G/H). 
Then, 

(3.2) P(g)A1!p(r1) - p'WAw/Cr1) + ( • • • ) - ^(g)Ai + ( • • • ) 

for gEG. 

The proof should be obvious. For the transformation law \p(p) 
-*m(g, p) $(g'~lp)z=p(g)(}p)(p), the multipliers will have no effect on 
the terms of highest order, whence (3.2). 

A similar argument proves the following: 

LEMMA 3.2. Suppose the representation g-*(auv(g)) is irreducible. 
Then, all the operators A{, • • • , A^ have the same degree. 

LEMMA 3.3. Suppose A{, • • • , A^ all vanish at one point of G/H. 
Then they vanish identically on G/H. 

We can now combine these remarks with those of §2, to obtain 

THEOREM 3.1. Suppose Ai, • • • , Am are differential operators 
F(G/H)—>F(G/H) of order ^r, with r>0, transforming among them
selves under p(G) by a finite dimensional irreducible representation. Sup-
pose Ai, • • • , Am are, further, chosen as eigenvectors of p(X), i.e., 

[p(X)> Aw] = a t tA t t. 

Suppose p'(X)= ^2iKiXi(d/dxi), and 

(3.3) au + A»! + • • • + X»r 7* 0 fori g t, ih • • •, ir S n, 1 S u ^ m. 

Then, the terms of order r vanish identically on G/H. In particular, if 

1 ^ i, ii, • • • , ir ^ n} 

(3.4) «„ + A. .+ • • • + X „ * 0 for ' ' ' 
1 < u ^ m} 0 < s ^ r, 

then Ai, • • • , Am are zeroth order differential operators on G/H. 

Now, the action of U(G) on F(G/H) gives us a supply of differen
tial operators which transform under p(G) by finite dimensional irre-



1967] DIFFERENTIAL EQUATIONS OF THE MATRIX ELEMENTS 903 

ducible representations. I t is known from Kostant's work [4] that 
U(G), considered as an 1(G) module, is free, and each irreducible 
representation of G occurs (under Ad G) a t most a finite number of 
times. [This number is equal to the number of invariants of a Cartan 
subalgebra of G in the representation space. ] 

This argument is easiest to apply if the operators are invariant 
under p(G), i.e., if they come from 7(G), for then (3.3) is satisfied 
for all r > 0 [since aw = 0, and X t >0 for l^i^n]. If, however, the 
Ai, • • • , Am transform by a nontrivial representation of G, obviously 
the analysis of the condition (3.4) involves a detailed study of the 
roots of the symmetric space G/K, how the element X sits in a Weyl 
chamber of P, and how the weights of the representation restrict to X. 
Rather than go into these details here, we will consider just one case: 

THEOREM 3.2. Suppose that Ad X acting in N+ has a single eigen
value, i.e.y Xi= • • • =Xn, i.e.y N+ is Abelian and H is a maximal sub-
algebra of G. Suppose also that the Ai, • • • , Am transform among them
selves by the adjoint representation. Then, Ai, • • • , Aw, as differential 
operators on F(G/H)f are of degree at most one. 

For the proof, notice that m = n and au can be either 0, Xt-, or —X*, 
which is only compatible if r = 1. 

Now, the operators p(Y), for YÇzG, are differential operators on 
F(G/H) of degree one. If there is but one set of first order operators 
on F(G/H) transforming in this way (a question decidable using the 
Frobenius reciprocity theorem [3]), then some linear combination of 
the A's and the p(F) 's must be zeroth order differential operators, if 
the conditions of Theorem 3.2 are satisfied. 
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