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1. Introduction. Let $\delta(g)$ denote the class of functions $S(z)$ analytic in $D=\{z:|z|<1\}$ which have the integral representation

$$
\begin{equation*}
S(z)=\int_{0}^{2 \pi} g(z, t) d m(t) \tag{1}
\end{equation*}
$$

where $m(t)$ is a nondecreasing function on $0 \leqq t \leqq 2 \pi, \int_{0}^{2 \pi} d m(t)=1$ and $g(z, t)$ is given for the class. We shall assume that $g(z, t)$ and $g_{t}(z, t)$ are analytic functions of $z$ in $D$ and Lipschitz continuous with respect to $t$ (uniformly for $z$ in a compact subset of $D$ ). G. M. Goluzin has developed a variational method for $\mathcal{S}(g)$ [5] which has proved to be useful in the study of extremal problems within various classes of analytic functions [4], [5], [9], [10].

In this note we present a generalization of the Goluzin variational method. The generalization enables one to preserve side conditions imposed on the functions $m(t)$ in (1). Our work was motivated by the fact that various classes of meromorphic functions have structural formulas based on (1) where $m(t)$ must satisfy the additional condition $\int_{0}^{2 \pi} e^{-i t} d m(t)=0$.

Complete proofs and applications of our results will be published elsewhere [8].
2. Constrained variations. Let $A,(\nu=1, \cdots, n)$ be real numbers and let $u_{\nu}(t)(\nu=1, \cdots, n)$ be real valued $C^{1}$ functions on $0 \leqq t \leqq 2 \pi$. The class $\mathcal{S}(g, A)$ is defined to be the class of functions (1) in $\mathcal{S}(g)$ that satisfy the constraints

$$
\begin{equation*}
\int_{0}^{2 \pi} u_{\nu}(t) d m(t)=A_{\nu}, \quad \nu=1, \cdots, n . \tag{2}
\end{equation*}
$$

Let $J\left(T_{1}, \cdots, T_{n}\right)$ denote the determinant of the matrix $\left[u_{k}^{\prime}\left(T_{j}\right)\right]$ $(j, k=1, \cdots, n)$ and let $J_{\nu}=J\left(T_{1}, \cdots, T_{\nu-1}, T, T_{\nu+1}, \cdots, T_{n}\right)$ $(\nu=1, \cdots, n)$ where $T, T_{1}, \cdots, T_{n} \in[0,2 \pi]$. A set of points $T, T_{1}, \cdots, T_{n}$ in $[0,2 \pi]$ is said to be admissible for $m(t)$ if $m(t)$ is not constant in any neighborhood of each of these points and if the determinants $J\left(T_{1}, \cdots, T_{n}\right), J_{\nu}(\nu=1, \cdots, n)$ are all nonzero.

Theorem 1. Let $S(z)=\int_{0}^{2 \pi} g(z, t) d m(t)$ belong to $S(g, A)$ and let $T, T_{1}, \cdots, T_{n}$ be an admissible set of points for $m(t)$. Then there exist complex numbers $\lambda_{\nu}(\nu=1, \cdots, n)$ and open intervals $e$ about $T$ such that the functions

$$
S^{*}(z)=S(z)+\epsilon \int_{0}\left\{g_{l}(z, t)+\sum_{v=1}^{n} \lambda_{\nu} u_{\nu}^{\prime}(t)\right\}|m(t)-c| d t+O\left(\epsilon^{2}\right)
$$

belong to $\mathrm{S}(\mathrm{g}, A)$ for all sufficiently small real $\epsilon$. Furthermore, if $m(t)$ has discontinuities at $t_{1}$ and $t_{2}$ then for all sufficiently small real $\epsilon$ the functions

$$
S^{* *}(z)=S(z)+\epsilon\left(H\left(z, t_{1}\right)-H\left(z, t_{2}\right)\right)+O\left(\epsilon^{2}\right)
$$

belong to $\mathcal{S}(g, A)$ where

$$
H(z, t)=g(z, t)+\sum_{v=1}^{n} \lambda_{\nu} u_{\nu}(t)
$$

Remark. In all of our applications it is easy to find admissible sets of points for the function $m(t)$ if it is not a step function. Furthermore, any exceptional cases due to step functions can be disposed of by methods of elementary calculus.
3. Extremal problems for meromorphic functions. Let MC denote the class of functions

$$
\begin{equation*}
f(z)=1 / 2+a_{0}+a_{1} z+\cdots, \quad 0<|z|<1 \tag{3}
\end{equation*}
$$

which are regular in $0<|z|<1$ and which map $D$ conformally onto the exterior of a convex set. The class MC is completely characterized by the structural formula

$$
\begin{equation*}
f^{\prime}(z)=-\frac{1}{z^{2}} \exp \left\{2 \int_{0}^{2 \pi} \log \left(1-z e^{-i t}\right) d m(t)\right\} \tag{4}
\end{equation*}
$$

where $m(t)$ ranges over the set of nondecreasing functions on $0 \leqq t \leqq 2 \pi$ which satisfy

$$
\int_{0}^{2 \pi} d m(t)=1 \text { and } \int_{0}^{2 \pi} e^{-i t} d m(t)=0 \quad \text { (c.f. [11]). }
$$

Theorem 2. Let $F\left(X_{1}, \cdots, X_{n+1}\right)$ be an analytic function from $C^{n}$ into C. The functional $J\left(f^{\prime}\right)=\operatorname{Re} F\left(f^{\prime}(z), \cdots, f^{(n)}(z), z\right)(f \in M C$ and $z \neq 0$ a fixed point in D) attains its maximum and minimum over the class MC only for functions of the form

$$
f^{\prime}(z)=-\frac{1}{z^{2}} \prod_{j=1}^{N}\left(1-\epsilon_{j} z\right)^{2 m_{j}}
$$

where $N \leqq n+1,\left|\epsilon_{j}\right|=1, m_{j} \geqq 0 \quad(j=1, \cdots, N), \sum_{j=1}^{N} m_{j}=1$ and $\sum_{j=1}^{N} m_{j} \epsilon_{j}=0$.

If $n=1$ in Theorem 2 then the conditions $\sum_{j=1}^{N} m_{j}=1, \sum_{j=1}^{N} m_{j} \epsilon_{j}$ $=0,\left|\epsilon_{j}\right|=1$ and $N \leqq 2$ imply that $m_{1}=m_{2}=1 / 2$ and $\epsilon_{2}=\epsilon_{1}$. Thus the functionals $J\left(f^{\prime}\right)=\operatorname{Re} F\left(f^{\prime}(z)\right.$ ) attain extreme values over MC for the functions

$$
f(z)=1 / z+a_{0}+a_{1} z, \quad\left|a_{1}\right|=1
$$

In particular we have the following distortion and rotation theorem.
Theorem 3. For $f(z) \in M C$ and $0<|z|<1$

$$
\begin{gathered}
\left|f^{\prime}(z)+1 / z^{2}\right| \leqq 1 \\
\left(1-|z|^{2}\right) /|z|^{2} \leqq\left|f^{\prime}(z)\right| \leqq\left(1+|z|^{2}\right) /|z|^{2}
\end{gathered}
$$

and

$$
\left|\arg f^{\prime}\left(r e^{i \theta}\right)\right| \leqq\left|\pi-2 \theta+\arcsin r^{2}\right|
$$

in the slit disk $-\pi<\theta<\pi, 0<r<1$. These bounds are all sharp.
Similar results for convex meromorphic functions in $|z|>1$ are known, c.f. [12].

Let $\operatorname{MC}(p), 0<p<1$, denote the class of univalent functions $f(z)$ which are regular in $D$ except for a pole at $z=p$, normalized to satisfy $f(0)=0, f^{\prime}(0)=1$, and which map $D$ onto the exterior of a convex set. This class of functions is completely characterized by the structural formula

$$
f^{\prime}(z)=\frac{p^{2}}{(z-p)^{2}(1-p z)^{2}} \exp \left\{2 \int_{0}^{2 \pi} \log \left(1-z e^{-i t}\right) d m(t)\right\}
$$

where $m(t)$ ranges over the set of nondecreasing functions on $0 \leqq t \leqq 2 \pi$ which satisfy

$$
\int_{0}^{2 \pi} d m(t)=1 \text { and } \int_{0}^{2 \pi}\left(p-e^{-i t}\right) /\left(1-p e^{-i t}\right) d m(t)=0
$$

Theorem 4. The functional $J\left(f^{\prime}\right)=\operatorname{Re} F\left(f^{\prime}(z), \cdots, f^{(n)}(z), z\right)$ $(z \neq p, z \in D)$ attains its maximum and minimum over the class $\mathrm{MC}(p)$ only for functions of the form

$$
f^{\prime}(z)=\frac{p^{2}}{(z-p)^{2}(1-p z)^{2}} \prod_{j=1}^{N}\left(1-\epsilon_{j} z\right)^{2 m_{j}}
$$

where $N \leqq n+2,\left|\epsilon_{j}\right|=1, m_{j} \geqq 0 \quad(j=1, \cdots, N), \quad \sum_{j=1}^{N} m_{j}=1$ and $\sum_{j=1}^{N} m_{j}\left(p-\epsilon_{j}\right) /\left(1-p \epsilon_{j}\right)=0$.

The conclusion $N \leqq n+2$ is weaker than the corresponding $N$ $\leqq n+1$ in Theorem 2. This is due to the more complicated nature of the constraint in $\mathrm{MC}(p)$, cf. [13].

A function $f(z)$ of the form (3), regular in $0<|z|<1$, is said to be meromorphic close-to-convex if there exists a univalent meromorphic starlike function

$$
\begin{equation*}
h(z)=1 / z+b_{0}+b_{1} z+\cdots, \quad 0<|z|<1 \tag{5}
\end{equation*}
$$

and a real number $\gamma(|\gamma|<\pi / 2)$ such that

$$
\begin{equation*}
\operatorname{Re}\left(z f^{\prime}(z) / h(z) e^{i \gamma}\right)<0, \quad|z|<1 \tag{6}
\end{equation*}
$$

[6], [12]. We denote this class by $\Gamma$. We define $\Gamma_{0}^{\prime}$ to be the subclass of those $f(z) \in \Gamma$ for which $\gamma=0$ in (6) and $b_{0}=0$ in (5). Equivalently, $f(z)$ belongs to $\Gamma_{0}^{\prime}$ iff there exists a function $\phi(z) \in M C$ such that $\operatorname{Re}\left(f^{\prime}(z) / \phi^{\prime}(z)\right)>0, z \in D$.

Theorem 5. A functional $J\left(f^{\prime}\right)=\operatorname{Re} F\left(f^{\prime}(z), \cdots, f^{(n)}(z), z\right)$ $(0<|z|<1)$ of the type defined for MC attains its maximum and minimum over the class $\Gamma$ only for functions of the form

$$
f^{\prime}(z)=\sum_{j=1}^{N} \chi_{j} \frac{e^{i t_{j}}+z e^{2 i \gamma}}{e^{i t_{j}}-z} \cdot\left(-\frac{1}{z^{2}}\right) \prod_{k=1}^{M}\left(1-z e^{-i \tau_{k}}\right)^{2 m_{k}}
$$

where $N \leqq n+2, \quad M \leqq n+1, \chi_{j} \geqq 0, \quad m_{k} \geqq 0, \quad \sum_{j=1}^{N} \chi_{j}=\sum_{k=1}^{M} m_{k}=1$, and $\sum_{j=1}^{N} \chi_{j}\left(e^{2 i \gamma}+1\right) e^{-i t_{j}}=\sum_{k=1}^{M} 2 m_{k} e^{-i \tau_{k}}$.

The same theorem holds for the class $\Gamma_{0}^{\prime}$ with $\gamma=0$ and the stronger conclusion $\Lambda \leqq n+1$.

A function $f(z)$, regular in $0<|z|<1$, with $f^{\prime}(z)$ defined by (4) is said to be a meromorphic function with boundary rotation $k \pi$ if $m(t)$ is a function of bounded variation satisfying

$$
\int_{0}^{2 \pi} d m(t)=2, \quad \int_{0}^{2 \pi}|d m(t)| \leqq k, \quad \int_{0}^{2 \pi} e^{i t} d m(t)=0
$$

We denote this class by $\Lambda_{k}$. Clearly, $\mathrm{MC}=\Lambda_{2}$.
Theorem 6. The functional $J\left(f^{\prime}\right)=\operatorname{Re} F\left(f^{\prime}(z), \cdots, f^{(n)}(z), z\right)$ attains its maximum and minimum over the class $\Lambda_{k}$ only for functions of the form

$$
f^{\prime}(z)=-\frac{1}{z^{2}} \frac{\prod_{j=1}^{M}\left(1-\epsilon_{j} z\right)^{p_{i}}}{\prod_{j=1}^{N}\left(1-e_{j} z\right)^{n_{i}}}
$$

where $M \leqq n+1, N \leqq n+1,\left|\epsilon_{j}\right|=\left|e_{j}\right|=1, \quad p_{j} \geqq 0, \quad n_{j} \geqq 0, \quad \sum_{j=1}^{M} p_{j}$ $-\sum_{j=1}^{N} n_{j}=2, \quad \sum_{j=1}^{M} p_{j} \leqq k / 2+1, \quad \sum_{j=1}^{N} n_{j} \leqq k / 2-1$, and $\quad \sum_{j=1}^{M} p_{j} \epsilon_{j}$
$=\sum_{j=1}^{N} n_{j} e_{j}$.

It is of interest to note that each of the classes $\Lambda_{k}, k>2$, contains some nonunivalent functions. The function $f(z)$ defined by

$$
-z^{2} f^{\prime}(z)=\left(1+2 z \cos \delta+z^{2}\right)^{\alpha} /(1+z)^{\beta}
$$

with $\alpha=(k+2) / 4, \beta=(k-2) / 4,0<\delta<\pi / 2, \cos \delta=\beta / \alpha$ belongs to $\Lambda_{k}$. This function is not univalent if $k>2$ since

$$
-a_{1}=1+2(k-2) /(k+2)>1
$$

4. Concluding remarks. The variational method developed in Theorem 1 can be applied to a wide variety of extremal problems involving various constraints. For example, one might require of the functions in a class that the first $n$ coefficients in the Taylor or Laurent expansions be real, or that some segment of the series have all zero coefficients, e.g. [14] and [7]. The method can also be applied to problems where some fixed coefficient is held constant and acts as an additional parameter in the definition of a class, cf. [1], [2] and [3].
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# MAXIMAL FUNCTIONS FOR A CLASS OF LOCALLY COMPACT NONCOMPACT GROUPS 
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In this note, we briefly describe some maximal theorem results to be proved in detail in an appendix (§4) to the paper [PT]. In [PT], maximal averages taken over sets of unbounded measure for functions of several variables over a local field are used to study singular integrals. The results on maximal functions can, however, be obtained for a large class of topological groups, and it is these results which we will describe. The results generalize theorems on maximal functions appearing in $[\mathrm{EH}]$, where the sets over which averages are taken have bounded measures. Let $Z$ denote the integers. Our hypothesis is that $G$ is a locally compact group (written multiplicatively) with left Haar measure $\lambda$ and that $\left\{U_{n}: n \in Z\right\}$ is a neighborhood base at the identity $e$ consisting of relatively compact Borel sets satisfying
(i) $U_{n+1} \subset U_{n}$ for all $n \in Z$ and $\lim _{n \rightarrow-\infty} \lambda\left(U_{n}\right)=\infty$;
(ii) $\lambda\left(U_{n} U_{n}^{-1}\right)<C \lambda\left(U_{n}\right), C$ constant, $n \in Z$;
(1)
(iii) For each $n \in Z$ there is an $l(n) \in Z$ such that $U_{l(n)} \supset U_{n}^{-1} U_{n}$ and $U_{j} \perp U_{n}^{-1} U_{n}$ if $j>l(n)$. And, there is a constant $\alpha$ such that $\lambda\left(U_{l(n)}\right)<\alpha \lambda\left(U_{n}\right)$ for all $n \in Z$.
For such an " $M$-sequence," we can prove $[\mathrm{PT}]$ the following theorem.

