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Let F be a finite dimensional vector space over a field R, and let 
T: V—*V be a linear transformation on V. The transformation T may 
be extended in a unique way to a derivation 12i(Z") of the tensor 
algebra (g) V= ] C P - O ® ? ^ ^y defining Qi(T) on each of the homo
geneous components 0{V by 

Œi(7>i ® • • • ® », = 22 vi ® • • ' ® *V-i ® r t 7 ® vi+i ® • • • ® fP 

when ƒ>> 1, and Qi(r) = 0 if p = 0, O ^ D = Pif p = 1 (Greub [2, p. 67]). 
In this announcement we outline an extension of this definition to 

higher order derivations in general symmetry classes of tensors. We 
also state some of the eigenvalue properties of higher derivations and 
show how these may be applied to some classical matrix problems. 
Let H be a subgroup of Sp and let % be a character of degree 1 on H. 
(We assume that the order of H exceeds the characteristic of P.) If U 
is a vector space over R and <i>(vi, • • • , vp) is a ^-multilinear function 
on the Cartesian product X\V to U, then <f> is said to be symmetric 
with respect to H and x if 

<KMD, " • ' I v*<p)) = xOO*(»i, • • • > VP) 

for any <r£PT and arbitrary vectors #»£ F. A pair (P, /*) consisting 
of a vector space P over R and a ^-multilinear function /x:XÏF—>P, 
symmetric with respect to i ? and x» îs a symmetry class of tensors as
sociated with H and x if 

(i) (rng M) = P (i-e. the linear closure of the range of JJL is P) ; 
(ii) for any vector space £/ over P and any ^-multilinear <f> sym

metric with respect to H and x, there exists a linear function h: P—>U 
such that </> = A/x. 

'X/ 
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The symmetry class (P, JJL) is unique to within canonical isomorphism. 
We shall denote the decomposable element JJL(VU • • • , vv) of P by 
V\ * • • • * Vp. 

For 1 g r ^ £ : g w = dim V let Qr,P denote the set of CPtT strictly in
creasing sequences of length r chosen from 1, • • • , p. For any 
w = (o>i, • • • , cor) in Qr.plet 7Tw(r):0?F—><g)ÏFdenote the tensor pro
duct 

TW(T) = / ® - - . ® r ® - - - ® r ® - - - ® / 

of the identity and the transformation T in which T occurs in posi
tions o?i, • • • , cor. Next let dr(T) be the sum 

*r(T) = £ T„(T). 

THEOREM 1. Any symmetry class of tensors (P, ix) is an invariant 
sub space of ôr(T) and 

8r(T)vi * • • • * vp = ^ vi * • • • * Tvui * • • • * Tv„r * • • • * vp. 

The restriction of 5r(T) to the subspace P will be denoted by Qr(T). 
The map Qr(P) : P-+P is called the rth derivation on P induced by T. 
In the event r — p the map QP(T):P—>P is usually called the trans
formation induced by T on the symmetry class P . 

THEOREM 2. If T: V-^V then 

0,(1 + sT) = it sr®r(T) 

where Qo(P) is the identity transformation on the symmetry class P . 

I t is possible to give a complete eigenvalue analysis of Ör(P). In 
order to do this we must introduce a minimal amount of combina
torial machinery. Thus let Yv,n denote the totality of sequences of 
positive integers a = (au • • • , <xp), l^ou-^w, i = l, • • • , £. Two se
quences a, j3£rp ,w are said to be equivalent modulo H> a ^ / 3 , if there 
exists a permutation aÇzH such that aa = (a<r(i), • • • , av(P)) =j8. The 
equivalence relation ~ partitions rp ,n into equivalence classes. Let A 
denote a system of distinct representatives for ~ chosen so that each 
sequence in A is lowest in lexicographic order in the equivalence class 
in which it lies. For any a G A let Ha denote the stabilizer group of a in 
H, i.e., a(EHa if a° = a. Let Â be the subset of A consisting of those a 
for which 
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(1) Z xO) = <a) * 0. 
a<EHa 

Since x is a character of degree 1 on H, it follows thatp(a) is, in fact, 
the order of Ha and that the sum on the left in (1) is either 0 or v(a) 
under any circumstances. I t is well known that if e\, • • • , en is a basis 
of V then the tensors e* =eai * • • • * eap, a £ A, constitute a basis for 
the symmetry class P. If T: V—»Fand Te^{eu • • • , 0t)> i = l, * * • » 
w, then the ordered basis {ei, • • • , en\ is said to be a triangular basis 
for T. 

THEOREM 3. If {eu • • • , en\ is a triangular basis for T then the 
lexicographically ordered basis je*, a £ Â } of P is a triangular basis 
for Qr(T): P—+P, r = 1, 2, • • • . Moreover, if Xi, • • • , Xn are the eigen
values of T then the eigenvalues ofQr(T) are the numbers 

Er(\av Xa2> * * ' > ^«P)> a £ A, 

where Er is the rth elementary symmetric function of the indicated num
bers. 

If F is a unitary space then an inner product is induced in P which 
satisfies 

(2) (ui * • • • * up, vi * • • • * vp) = h~ld((ui, Vj)) 

where ((#,-, vf)) denotes the ^-square matrix whose (i, j) entry is 
(ui9 vf), 

d(X) = £ X(a) f [ xiMi) 

for any ^-square matrix X, and h is the order of H. 

THEOREM 4. Let V be a unitary space with inner product (u, v) and 
let T: V-^>V. Then the adjoints with respect to the inner products in V 
and P satisfy 

Qr(T*) = a r (D*. 

Moreover, 
(a) if T is normal, (hermitian, positive-definite, or positive-semi-

definite), so is tir(T); 
(b) if E = {eu - ' ' , en} is an orthonormal basis of eigenvectors of T 

then the set of tensors 

E* = {(h/v(a))1/2et a G A} 
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is an orthonormal basis of eigenvectors oftir(T). 

COROLLARY. Assume V is unitary and let P be either the pth exterior 
product APV or the space V(p) of completely symmetric tensors (i.e., 
H = SP1 x = sgn, or % = 1)- Let A be the matrix representation of T with 
respect to the basis E and let Qr{A) be the matrix representation ofQr(T) 
with respect to the basis E*. Then if a£:Qp,n the a, a entry of tir(A) is 

(3) S d(A [aui, • • • , a<J). 
coeQr,p 

In (3) d is the determinant in case P = /\p V and the permanent in case 
p = v(p). The matrix A [aù3v • • • , aUr] is the r-square principal subma-
trix of A lying in rows a^ , • • • , aUr. 

This corollary leads to a generalization of a number of results 
proved over the last twenty years by several authors. 

THEOREM 5. Let A be an n-square normal matrix with eigenvalues 
Xi» • • • , Xn and let B be a principal p-square submatrix of A. For 
1 urlep'en let dr(B) denote the sum of all Cp,r r-square principal sub-
determinants of B and let pr(B) denote the sum of all CPlr r-square princi
pal subpermanents of B. Then 

(a) dr(B) is in the convex hull of the Cn,P numbers 

Er(\av ' ' • ,KP), CL G Qp,n'> 

(b) pr(B) is in the convex hull of the CH+p-i,p numbers 

Er\hav ' ' ' 9 Aap), 

where a runs over all nondecr easing sequences of length p chosen from 
l i • • • • n. 

For r = 1 and A hermitian, this result was proved by Fan [ l ] . For 
general r, p = n, and A positive-definite hermitian, the result was 
proved by Marcus and McGregor [3]. For A hermitian the result 
was proved by Marcus, Moyls, and Westwick [4]. Quite recently 
Thompson proved the result for dr when A is normal [5]. 

Theorem 5 is typical of a number of results which can be proved 
by essentially the same techniques. Some of these applications will 
appear in the forthcoming Proceedings of the Second Symposium on 
Inequalities edited by O. Shisha (Academic Press, New York, 1969). 
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