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Briefly and informally an (economic or adaptive) plan can be 
described in terms of its action with respect to two sets: 

Cfc, an effectively defined set of objects; 
M, a set of functions /*#: (P-*(R, £ £ 8 , where (P is the set of distri

butions over G, and (R is a ranking set of positive real numbers. 
Under the intended interpretation, each P £ ( P corresponds to a 

mix of goods, chromosomes, strategies, or programs, 8 is a set of 
possible conditions or environments under which the plan is expected 
to operate, and the ranking of P , IXE(P), specifies utility, expected 
offspring, payoff, or efficiency of the mix in condition or environment 
E £ 8 . The plan, then, is a procedure (cf. sequential sampling proce
dure, dynamic programming policy) for searching (P in an at tempt 
to locate mixes of high rank in any given £ £ 8 ; the object is to con
struct (if possible) a plan which is "robust with respect to M" in the 
sense that the search proceeds "efficiently" for any JJLEŒM. 

More formally, with any pair (r, E) where r is a plan and £ £ 8 , 
one can associate a trajectory through (P, ((P(r, £ ) ) = ((Pi(r, E), 
(P2(r, £ ) , • • • , (P*(r, £ ) , • • • ); coordinated with the trajectory is the 
sequence of rankings (IIE(T)) = (HE,I(T), /x^,2(r), • • • , iXE,t(j)> • • • ) 
where iiE,t{r) =At^((Pt(r, E)). A plan r0 will be called good in E relative 
to a set of plans 3 if 

00 * 
]C [/**.« — M*,tW] - NE(TQ) < oo 

where 

liB.t = lub {AH?,«(T)}. 

(The sense of good employed here is essentially that used, for ex
ample, by mathematical economists.) To assure that all the elements 
indexed by 8 represent nontrivial problems vis-à-vis the set of plans 
3 requires that, for all / ' > / , /*!,*> ̂ At|.*>0. (I.e., after a given time /, 

1 This report presents one phase of research on adaptation carried out at the Logic 
of Computers Group at The University of Michigan; the group is currently supported 
by ONR (N0014-67-A-0181-0011), ARO (DA-31-124-ARO-D-483) and NIH (GM-
12236). 
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there will always be a plan which can give a performance of better 
than zero rank for a period of time.) A plan r0 will be called (8, 3)-
good if the plan is good in every E G S relative to 3. Under interpre
tation, an (8, 3)-good plan is one which performs well in any E £ 8 
relative to the set 3 of (admissible or possible) plans under considera
tion. In these more rigorous terms, then, the objective is to construct 
(if possible) a plan which is (8, 3)-good. 

The purpose of this note is to demonstrate that, under rather weak 
conditions on 3, it is possible to constructively define an algorithm p 
which is (8, 3)-good for any collection M of bounded continuous 
functions M#- The first of the conditions on 3 requires that, for each 
E G 8 , there exists a subset of good plans, 3#, occurring with non-
negligible density (initial probability) in 3. Loosely, this condition 
will be violated, when 3 is finite, only if fis,t is determined by different 
plans at different times; i.e., it will be violated only if the sequences 
{PE{T)) "determining" fx%t are oscillatory. When 3 is not finite, the 
condition can also be violated if the sequences determining /i | t , occur 
with negligible density. Since goodness is defined relative to the set 
3, the requirement is easily met if, for given E, some plan or set of 
plans with positive density eventually "dominates" all others in 3; 
i.e., they "détermine" /%, for all / large enough. The second of the 
conditions on 3 requires that, for any given £ G 8 and any time t, the 
trajectories associated with any set of probability intervals for the 
A G & be a measurable subset of 3 with respect to the initial distribu
tion P 0 . Tha t is, for any E(E:& and t, expectations for the distributions 
associated with various mixtures of trajectories are defined. 

The theorem establishing the goodness of p can be looked upon as 
a kind of "turnpike" theorem (an analogue of von Neumann's proto
type) which holds over a very broad range of conditions. I t can also 
be given a Bayesian interpretation (first noticed by my colleague 
B. P. Zeigler) treating the (?t(r, E) as hypotheses and the HE,I(T) as 
evidence; the theorem then becomes a statement about the rate of 
convergence of Bayes's rule. 

(A different version of the theorem can be obtained by changing 
the premise as follows: For each r G 3 and E G 8 let 

T 

tiE{r) « lim £ M.M/T 

and define 

AU5.C = lub lub IXE(T) 
3+€ pos((3) T€3+ 
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where pos€(3) is the set of subsets of measure exceeding c in 3. Then 
there is a p such that 

]C IP*!,* ~ fME.t(p)] = N'Ett(p) < 00.) 

The algorithm p, which will be called a reproductive plan, can be 
defined as follows: Let the element (P selected at / by p acting in E £ 8 
be given in terms of the (observed) sequences {jiEtt'(r))t>^\t.. .,*, 
rG3 , by 

^ / «x f ö>«fri^)-(IIï'-iM.«'W)^o (Pt(p, E) = J 

[Jo(II^W.r(rO)^o] 

where Po is a probability measure (the initial distribution) on 3. 
Roughly, p produces a mixture of distributions at each time t in which 
distribution (P«(r, £) occurs with density 

(IIî'-iM.i'toîAPo 

[/a(II^iW.e'(rO)^o] 

The name "reproductive* comes from the observation that the given 
densities result if each trajectory r is thought of as increasing its 
proportion in a population of trajectories by reproducing at each 
time / according to its "payoff" fiE,t(r). (When 3 is discrete, the plan 
p reduces to assigning the probability 

Z ^ , , ^ IL'-i/**.«'M 
<Pi(il,r,JB)-

T ,V ' ' ' [Z3n^^,,(rO] 
to each -4£Ct. The reproductive plan can be defined for any case 
where & and 3 are both effectively defined and infinite by using the 
appropriate random functions with Cfc as the index set.) That the 
definition is meaningful is established by the 

LEMMA. Define f EX. 3—>(P by /#,<(r) =(Pt(r, E) and require that, f or 
all E £ S and t = l, 2, • • • , fEtt is P0-measurable with respect to 3. 
(I.e., let the trajectories be so defined that the sets {r: (Pt(Aa, r, E) ^Pa, 
all <4a£(5t} are measurable subsets of Zfor all JEES, / = 1, 2, • • • .) 
Then the expectation (P*(p, E) is defined and is a distribution for all 
Ees,t = l,2, • - . . 
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PROOF. JJs-iPB.t'ir) ls integrable with respect to Po so that 

J3(nM2M'(r)Wo 

is defined and hence the function gs%t' 3—»[0, l ] defined by 

/*.f(T)IL'"-lM*.«'(r) 
i . . « -

ƒ (IIî'-iM^(r))iPo 

is measurable and bounded (it is in fact a distribution over a) . But 
then (the expectation) 

(Pi(p, £) = ƒ **.#(T)<*PO 

is defined. A 
To show that p is (8, 3)-good it must be established that the corre

sponding expected accumulation of losses G4rt*"~/**,*(p)) is finite. 

THEOREM. Let M be any set of bounded continuous ranking functions 
\xE indexed by 8 and such that for any E £ 8 : 

(i) there exists tfor which / i | / eMl , i>0 , for all t'>t. Let 3 be any 
set of plans such that for each E £ 8 : 

(i) there exists a subset of good plans 3E with Po(3#) > 0 , 
(ii) the associated functions fE,t are Po-measurable for t = l, 2, • • • . 

Then the reproductive plan p is (8, 3)~good. 

PROOF. fiE,t(T) =BM^.*(f».<W) is a continuous function of a Po-
measurable function; hence the expected rank HE,t(p) of the mixture 
of distributions produced by p at time / is defined and is given by 

I MS.t(T)(IIt'-lVB,t'(T))dPo 

Thus to showp is (8, 3)-good it must be shown that 

I (pE,t — /** ,#(T)) (H*'-I !J>is,t'(T))dPo 
T 

lim ]£) 

f.<&~ ll*E,t'(/))dPo 

= #*(p) < «o. 
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Divide the numerator and denominator of the general term of the 
sum by H ^ . i M2,C and apply thedefinition G*f/,—nE,t(r)) «=/iï,*«*.*(r)i 
obtaining the new general term : 

LE.t(r) = 

(When 3 is finite, the theorem reduces to showing that the above sum 
is bounded above by 

HE 

tt'\J )) t«l \ */«i / z^n?^d-«-
where /*# is the highest possible rank in E. In this expression the first 
term is finite if there is a good plan for E and the second term is a 
convergent series (cf. Chapter IX of Knopp's Infinite series),) Now 

Hence 

La.t(r) ^ 

(1 - €*.«'(T)) = exp[ln(l - eE,t'(r))] g exp[—e*.*(r)]. 

€^, t (r )^P 0 r eEtt(r)dPo H 

Lexp(X!'-i^,t'(r))J 
ƒ I I î ' - i ( l -€ , , ! . ( / ) )JPo 

Note thatl[! ' - i ( l - « * . « ' ( T ' ) ) ^Ifr-iCl - € * ^ ( T ' ) ), all /. Thus 

lim X) f LE,t(r)dP0 S — 

[ / 3 n ^ i ( l - ^ ( r ) ) ^ o 

r „m £ f •»»** 1 
L r — «-1-/3 exp(2^^i€^,t'(r))J 

r3 exp(53j, 

I ƒ I I" - i (1 - eEAr))dP0 

L r - ^3\*-.i exp(2 - /^i6js^(r))/ J 
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The terms e^,^(r), /' = 1, • • • , /, in the sum occurring in the denomi
nator of the second half of the product can be rearranged so that 
they are monotone decreasing. To show that the second half of the 
product is bounded above choose a monotone nonincreasing contin
uous j3r,j?(0 defined on 0 ^ / ^ T so that j8T,^(0 =eEtt{r) for / = 1, 
2, • • • , T. Then 

ƒ» *+i t /• t 

0r.M(f)df £ E 'MA') ^ J Pr.E(t')dt!. 
Or, for any / and any / 

*Ett 

exp(Z)!'-, 

Hence, noting that 

-l^b^t, 

« 
eE,t>(r)) 

*E,I(T) < 

exp(c^.iW) "" 

ys eE,t(r) 

<-I exp( 2 î ' - i *E * » t i + 

^ i + 

«U,«(T) 

exp(/,r/T-
Pr,EQ>) 

yy CE,i 

t-2 exp(]£!'-

r— 

E(t')dA 

E(f)dA 

w 
1 «B.(W) 

0T,x(t)dt 

expf ƒ pTtB(t)dA 

Substituting X(t) for ft
fm,1 &,*(*')*' yields for the integral on the 

right 

/* xw dX 1 

x(i) ex ex 

since X(l) = f}ml &,*(*')*' = 0. But then 

â «r*u> = 1, 
X(l) 

urn r ( é —^f , < ( r ) /NN V p ° ^Um f <*+w p *= 2 -
Therefore 
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2flB 
lim f ) f LB.t(r)dPo Û 

J ( n r - i ( l - «*y(rO))rfPa 

By hypothesis there exists a measurable subset ZE of good plans 
for E (i.e., S"-i/%*€#.*'(r') converges on 3) which implies that 
]C"-i€#.«'(r) converges on 3# because p%t* is bounded below by 

M!,*>0 for /' sufficiently large. Therefore n*..i(l— €E,V{T')) con
verges (to a value greater than zero) on 3# and the expectation 

/3(na-^(r')))^« 
is greater than zero, which proves the theorem. • 

The theorem can be generalized in several obvious ways (e.g., the 
HE need only be Baire functions and Ct, if given an appropriate struc
ture, can be made uncountable) but these generalizations seem to 
have little to do with the intended interpretations. 
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