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1. Introduction. In this lecture I shall attempt to survey the develop
ment during the past few years of the deficiency index theory for real 
selfadjoint ordinary differential operators. I shall not attempt to prove 
any theorems in detail since the proofs tend to be rather technically 
complicated. Indeed, I shall state only a very few theorems, either formally 
or informally, since the precise statements of many of the theorems in this 
field also tend to be rather technically complicated and in some cases 
rather lengthy. This state of affairs is, of course, not unusual when one is 
attempting to describe methods for the actual computation of real 
numbers, in this case nonnegative integers, in contrast, say, to existence 
or uniqueness statements. However, the ideas underlying many of the 
theorems and their proofs are often quite simple and I shall outline some 
of the ways in which the problem has been approached. 

The deficiency index problem for ordinary selfadjoint differential 
operators, at least in the form that we now identify it, goes back to 
Hermann Weyl [55] around 1910, although in one guise or another it is 
present in investigations of selfadjoint boundary value problems going 
back a good deal longer. The work of Weyl as well as subsequent work 
indicates that there may be close connections between the deficiency index 
problem and the problem of describing the spectrum, at least qualitatively, 
of the selfadjoint extensions of the minimal operator associated with a 
formal ordinary selfadjoint differential operator. In some instances this 
connection is quite explicit in that knowledge of the deficiency index will 
give qualitative information about the spectra of selfadjoint extensions, 
and conversely. In other instances the connection takes a less explicit 
form in that the methods used to investigate one problem can also be used 
to investigate the other problem. Whether or not there are deeper underly
ing connections between these problems is not clear. I shall not attempt to 
deal with spectral problems here since this would take us too far afield, 
but shall direct my attention exclusively to the narrower problem 
indicated in the title. 

An invited address delivered to the 693rd meeting of the Society, March 31, 1972, in St. 
Louis, Missouri; received by the editors May 20, 1973. 

AMS (MOS) subject classifications (1970). Primary 34B20. 
Key words and phrases. Selfadjoint ordinary differential operators, deficiency index. 
1 Partially supported by NSF Grant GP-27950. 

Copyright © American Mathematical Society 1974 

1109 



1110 ALLEN DEVINATZ [November 

2. The problem. Perhaps the best way to begin our discussion is by 
stating the problem. Before we do this, however, it would be well to 
recall some of the basic facts about real formally selfadjoint differential 
operators. I shall ask the experts to bear with me. 

We shall consider an ordinary differential operator 

(2.1) Ky) = t(-if(Pn-ky
(k))(k) 

fc = 0 

defined on some interval {a, b) of the real axis. We suppose that the 
coefficients pk are real, p0 > 0, and, for the time being, as many times 
differentiable as we may require. The formal operator (2.1) is selfadjoint 
in the sense that for any test functions w, v e CQ(Ü, b) 

(2.2) l(u)v = 
b 

ul(v). 

Hence, when restricted to the test functions, / is a densely defined sym
metric operator L'0 in the Hilbert-Lebesgue space L2(a, b) and so has a 
symmetric closed extension designated by L0 and called the minimal 
operator associated with /. The operator L = L% is called the maximal 
operator associated with / and is a closed operator which is the restriction 
of / to those u e L2(a, b) whose derivatives up to order (2n — 1) exist, 
u(2n-i) j s iocaUy absolutely continuous, and l(ü) e L2(a, b). 

The formal selfadjoint operators which arise from physical problems 
usually come equipped with natural boundary conditions. If these 
boundary conditions are of the correct type and there are a correct number 
of them, then the restriction of L to those elements in its domain which 
satisfy the boundary conditions is a selfadjoint operator H which satisfies 
the inclusion relation L0 c H ç L. Since H is selfadjoint it has a spectral 
expansion. This spectral expansion allows us to obtain quantities which 
are of physical significance as well as to expand elements of L2(a, b) in 
terms of generalized eigenfunctions of the operator /. 

In order to be a little more specific about the boundary conditions we 
may write Green's formula for any two elements u and v in the domain 
D(L) of Las 

rb 

(2.3) L(u)v - uL(v) = [u, v\(b) - [u, v](a)9 

where for each t e (a, b), [w, v~](t) is a sesquilinear form on D(L) x D(L) 
which is a differential operator in u and v of order In — 1, and 

[II, v\(b) = lim [M, v](t)9 [w, vja) = lim [w, vjt). 
t \ b t \, ü 

Thus each v e D(L) may be considered as a linear functional acting on 
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D(L) which vanishes on D(L0). Conversely, any linear functional on D{L) 
which vanishes on D(L0) may be identified with an element of D(L), 
uniquely modulo D(L0). Any element of D(L) is called a linear boundary 
value for L or L0 , and a set of linear boundary values is said to be linearly 
independent if the set is linearly independent when its elements are 
considered as linear functionals. 

In von Neumann's theory of the extension of symmetric operators two 
cardinal numbers play a vital role. For the case of the minimal operator 
L0 , defined above, these are the numbers 

k = dim{(L0 - zî)D{L0)}
L, m = dim{(L0 - zI)D(L0)}

L, lm z > 0. 

Each cardinal is called a deficiency number and the pair (/c, m) is called the 
deficiency index of L0 . As is well known L0 is selfadjoint if and only if 
k = m = 0; otherwise L0 has selfadjoint extensions if and only if k = m, 
and there are an infinite number of such extensions if m ^ 0. 

Since the differential operator / of (2.1) has real coefficients the operator 
L0 permutes with the ordinary conjugation operator. Hence fe = /wso 
that the operator L0 has selfadjoint extensions. Thus we may formulate 
the deficiency index problem in the following way. 

DEFICIENCY INDEX PROBLEM. Find the dimension of the linear space of 
square integrable solutions to the equation 

(2.4) l(y) = zy9 lm z # 0. 

The problem itself is certainly easy enough to state and to understand. 
But to obtain the solution to it is quite another matter, and even for many 
low order operators with explicitly given coefficients of a simple nature we 
do not know how to do it. However, the situation is by no means hopeless, 
and in the last half decade or so some general theorems have emerged 
which have begun to give some semblence of order to the theory. 

Aside from the reasons given in the introduction there is another 
reason why the solution of the problem is of interest. This is that the 
deficiency number is the same as the number of linearly independent 
selfadjoint boundary conditions needed in order to get a selfadjoint 
extension of L0 . In order to explain this a little more fully let us call a 
linearly independent set B of boundary values for L0 symmetric if for every 
M, v in B, [w, v\(a) = [w, v~\{b). If we set 

D = { M : V Ü G B , [ M , v](a) = [u, v](b)}, 

and H = L | D, then it turns out that H* is a symmetric extension of L0. 
Conversely, every symmetric extension of L0 may be obtained from a 
symmetric set of boundary values in this way. A maximal symmetric set of 
boundary values for L0 is called a selfadjoint set of boundary values for L0 
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and these sets give rise to selfadjoint extensions of L0 . Conversely, every 
selfadjoint extension of L0 comes from a selfadjoint set of boundary values. 
Thus the deficiency number is the same as the number of elements in any 
selfadjoint set of boundary values. However, perhaps above and beyond 
any of the reasons given previously, the problem is interesting because it 
is difficult, and therefore challenging. 

The deficiency index problem can be simplified somewhat and this 
turns out to be rather useful. First of all we notice that by the existence 
theory for ordinary differential equations the deficiency number does not 
exceed the order of the differential operator (which must be even). 
However, considerably more can be said. 

The formal differential operator is called regular if (a, b) is a finite 
interval and l/p0, pi,. . . , pn are integrable on this interval. In this case the 
existence theory for ordinary linear differential systems tells us that the 
dimension of the linear space of square integrable solutions to the equation 
(2.4) is In. The operator is called singular if it is not regular. The operator 
/ is called regular at the endpoint a if a is finite and if, for every c, 
a < c < b, the operator lc obtained from / by restricting the coefficients 
to (a, c) is regular. With one regular endpoint the deficiency number m 
always satisfies the inequality n ^ m ^ 2n. Moreover, as I. M. Glazman 
[26], [27] showed in 1949, given any m in that range it is always possible 
to find a selfadjoint differential operator having the deficiency number m. 
He thus corrected some misstatements which had appeared earlier in the 
literature. 

Suppose that ce (a,b). Let l~ and /+ be the differential operators 
obtained from / by restricting the coefficients of / to {a, c) and (c, b), 
respectively. If m~ and m+ are the corresponding deficiency numbers, 
then the deficiency number m of L0 can be shown to be (see [27], [36], 
[39]) 

(2.5) m = m~ + rn+ — In. 

Consequently, in order to be able to compute the deficiency index of any 
selfadjoint differential operator, it is enough to be able to compute the 
deficiency index of an operator which is regular at one endpoint. Hence, 
from this point on we shall assume that our differential operators are 
regular at one endpoint. 

3. The asymptotic method. Since 1910, when Weyl's work appeared, 
until about the mid 1940's only a few scattered papers appeared dealing 
with the theory of selfadjoint boundary value problems. In the mid and 
latter forties the work was taken up again, mainly in England, Russia and 
the United States. In England, and in the United States, the specific 
problem of the deficiency index was studied only for second order 
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operators, while in Russia the beginnings were made on the establishment 
of a theory for higher order operators. Workers in the United States 
especially established a large number of criteria for computing the 
deficiency index of second order operators. A fairly complete list of such 
results may be found in [12, Chapter 13] where also an outline of the 
history of the development of the subject may be found. 

Most of the theorems for second order operators are concerned with 
giving a sufficient condition on the coefficients in order that an operator 
be in the limit point case; that is to say, its deficiency index is (1, 1). 
Since a second order operator, regular at one endpoint, must have 
deficiency index (1, 1) or (2, 2), in order to show that the operator is in the 
limit point case it is sufficient to show that there exists a solution to (2.4) 
which is not square integrable. Trying to extend this idea to operators of 
higher order usually presents serious difficulties and more round about 
methods must be sought. 

With the exception of second order and in some cases fourth order 
operators, the only known method whereby one may identify a singular 
differential operator whose deficiency index is not half the order of the 
operator is by the asymptotic method. By this we mean that one tries to 
obtain easily handled asymptotic estimates for the rate of growth of a 
complete set of linearly independent solutions to the equation (2.4). 
Knowing the rate of growth we can then usually tell the dimension of the 
space of square integrable solutions to this equation. 

The Russian school used the asymptotic method in the early 1950's to 
get deficiency index theorems for higher order operators. In 1953 S. A. 
Orlov [41] (see also [40]) using a very special class of coefficients was able 
to confirm Glazman's result that the deficiency number (for differential 
operators with one regular endpoint) could take on any value between n 
and In. M. A. Naimark [39] looked at this problem for operators of 
arbitrary even order 2rc, and for a number of different classes of general 
coefficients. He was able to find one general class of coefficients for which 
the deficiency number of each corresponding operator is n + 1. However, 
for the other classes of coefficients that he investigated it turned out each 
corresponding operator has deficiency number n. 

The asymptotic method in the deficiency index problem can be brought 
to a certain stage of generality by using an asymptotic theorem of N. 
Levinson [37], [4, p. 92] and certain extensions of it [10], [24]. The scope 
of Levinson's theorem, as applied to these problems, can be very much 
broadened if, instead of trying to apply it directly to the given differential 
operator, one makes certain transformations on the independent and 
dependent variables. This is, of course, an old idea in the theory of 
differential equations. The deficiency index theorem which one gets in this 
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way [5], [6] cannot be stated in a short and succinct way. It is rather a 
long prescription on how to compute the deficiency number when the 
coefficients satisfy certain conditions. However, the underlying idea is 
quite simple and this can be easily described. 

Before explaining the underlying idea let us describe a more general 
operator than an ordinary differential operator. This is a quasi-differential 
operator. It has the advantage that a theory can be developed without 
making any differentiability assumptions about the coefficients. Hence in 
some respects the theory is simpler. Let {pk:0 ^ k S n} be a set of Borel 
measurable functions defined on the interval (a, b). The quasi-derivatives 
of a function defined on this interval, with respect to the functions in the 
class {pk} are, provided they exist, given by 

1 S k S n - 1, 

1 S k S n. 

By these expressions we mean that the ym are locally absolutely continuous 
for 0 ^ k ^ n — 1, and pky

(n~k) and y[n+k] are locally absolutely con
tinuous for 0 ^ k ^ n — 1. The quasi-differential operator l(y) is taken 
to be y[2n]. It is not hard to show that the set of functions whose quasi-
derivatives exist and vanish off of compact subintervals of (a, b) is dense 
in L2(a, b) and hence a minimal operator L0 and a maximal operator L 
can be defined. The remainder of the theory of boundary value problems 
goes forward in virtually the same way as in the case of ordinary differen
tial operators. We refer the reader to either [27] or [39] for an excellent 
development of the basic ideas. 

The matrix differential equation corresponding to the quasi-differential 
operator l(y) — zy = y[2n] — zy is 

(3.1) du(t)/dt = B{t)u{t), 

where the matrix B is given by 

f 0 1 "I 

1 

0 

Pi 

1/Po 

0 

P . - 1 

Pn ~ Z 0 

ym = ym, 

yM = P0y
(n\ 
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and where all unmarked entries are zero. The quasi-differential operator 
y[2n] zy and the system (3.1) are equivalent in the sense that if 
yi-»j _ Zy = o, then u = (y, y[1\ . . . , y[2n~1]) is a solution of (3.1) and if 
u = (w0, ul9 . . . , M„-I) is a solution of (3.1), then y = u0 is a solution to 
y2"] - Zy = 0 and y[fc] = uk for 0 ^ ik ^ 2n - 1. 

For the sake of convenience let us suppose that we are working on 
(0, oo). Let Q0 be a nonnegative Borel measurable function on (0, oo) so 
that l/<20 is integrable on every finite interval (0, t), but is not integrable 
over (0, oo). Let us set s(t) = f0 QQ1. The function s(t) is a monotone 
increasing, locally absolutely continuous function, and has a monotone 
increasing inverse which we designate by t = t(s). If we set v(s) = u(t(s)), 
then we get from (3.1) 

(3.2) dv(s)/ds = Q0(t(s))B(t(s))v{s). 

Let Qt, . . . , Q„ be positive functions on (0, oo) which are locally 
absolutely continuous. Let Q be the diagonal matrix 

(3.3) ô = diag[en , . . . ,ô 1 ,ôr 1 , . . . ,ô ,r 1 ] 
and set v(s) = Q(t(s))w(s). Then (3.2) becomes 

(3.4) dw(s)/ds = C(s)v(s), 

where the matrix C is given by 

-<*! 

Qi 

4o 

di -cx 

Qn-l 

Qn 

% = Qo/QÎPo> 

qk = QoQÏPh* 

qn = QoQiiPn - z), 

dk = (dQk/ds)/Qk = Qo(dQk/dt)/Qk, 

ck = QoQJQk+u 

• -cn-i 

d„ 

1 S k S n - 1, 

1 S k S n, 

1 ^ k g n - 1, 
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the other entries of C are zero, and all functions have been evaluated at 
t{s). 

We now assume we can write 

(3.5) C(s) = A + V{s) + R(s), 

where A is a constant matrix with simple eigenvalues, V(s) -+ 0 as s -• oo, 
and V'(s) and R(s) are integrable in some interval (a, oo), a §; 0. With 
these hypotheses and under certain suitable hypotheses on the charac
teristic roots {Afc(s)} of A + K(s), for example, Re[/y(s) — Âk(s)~] does not 
change sgn for all sufficiently large s, the asymptotic theorem of Levinson 
can be applied. This says that there is a complete set {vvk} of solutions to 
(3.4) and an 50 > 0 so that wk(s)exp — J*0 kk -+ ek, where {ek} is a complete 
set of eigenvectors for A. This gives an estimate on the growth of wk and 
transforming back we get estimates on the growth of a complete set of 
solutions to (2.4). 

The asymptotic method reduces the deficiency index problem to the 
computation or estimation of the roots of a characteristic polynomial. 
Although the latter problem is in itself not always simple, nevertheless if it 
is agreed that this is a reasonable reduction of the deficiency index problem, 
then a certain plateau of generality has been reached. By suitably choosing 
the functions g 0 , Qx,. . . , Qn and slightly extending Levinson's theorem it 
is possible to get all of the deficiency index theorems, obtained by 
asymptotic methods, which appeared in the literature up until 1971. 
Moreover, the general theorem obtained by applying the ideas we have 
described above is psychologically satisfying in the sense that it places all 
of the special theorems which had been obtained previously into a general 
framework and subsumes under general principles the sometimes 
laborious computations required to obtain the special cases. Further, 
using the general theorem, it is very easy to obtain any number of 
examples which verify Glazman's result that the deficiency number of a 
selfadjoint operator, regular at one endpoint may take on any value 
between n and In. 

Asymptotic estimates for solutions of selfadjoint quasi-differential 
operators are also very useful in obtaining qualitative information about 
the spectra of selfadjoint extensions of the minimal operator. This was 
pointed out by I. M. Rapaport [44] and was further developed by M. A. 
Naimark [39]. The general idea behind this is that estimates on the 
growth of solutions give estimates on the growth of Green's function. 

Unfortunately, it is very easy to give examples of quasi-differential 
operators for which the asymptotic method is not applicable. Generally 
speaking when the coefficients have "large" oscillations it is not possible 
to transform the problem into one which is a small perturbation of a 
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differential operator with constant coefficients. And even if such a 
transformation is possible, the constant matrix A of the decomposition 
(3.5) may have multiple eigenvalues. The problem of finding asymptotic 
estimates in the latter case is not an easy one and only recently have some 
reasonable beginnings been made [7], [11], [51], [53]. 

4. Other methods. Since the class of selfadjoint quasi-differential 
operators represent such a rich diversity of coefficients, in order to try to 
achieve further progress in the deficiency index problem, the best tactic 
seems to be to retreat to the investigation of low order operators. Since it 
appears highly unlikely that the further investigation of second order 
operators will yield any insights in how to proceed for higher order 
operators, it seems that the best bet is to begin with fourth order operators. 
However, results for second order operators may serve as a useful guide to 
the questions which can be raised in the fourth order case, and in the last 
few years a number of papers have appeared on the fourth order case 
which generalize known results for the second order case. 

Weyl's original deficiency index result [55, p. 238] is that if p ^ 0 on 
(0, oo) (or more generally bounded below), then the differential operator 

(4.1) -y{2) + py 

has deficiency index (1, 1). In 1949, Hartman and Wintner [30], and 
Titchmarsh [48], working independently, showed that if K is a positive 
constant and p(t) ^ — Kt2 then the deficiency index of the operator (4.1) 
is still (1, 1). The exponent 2 is best possible in the sense that if it is replaced 
by 2 + e, s > 0, the result may no longer be true. 

In 1968-1969, W. N. Everitt [20], [21] obtained analogous results for 
the class of fourth order differential operators 

(4.2) y4) - (p^T' + p2y. 

He proved that the deficiency number is one-half the order of the operator, 
i.e. the deficiency index is (2, 2), under either of the following conditions: 

(i) p2 ^ 0 and 0 ^ Pl S Kt2(l + p2)1 /2 , K > 0; 
(ii) p2 ^ -Ktm and 1^(01 ^ Kt2/\ K > 0. 

He was able to establish for case (ii) that 4/3 is the best possible exponent 
in the lower bound for p2 , and it was later established by M. Eastham 
[14] that 2/3 is the best possible exponent in the bound for px . 

The natural question raised by case (i) of Everitt's results was whether 
or not the bounds obtained in this case were also best possible. It seemed 
that the easiest way to test this was to try to compute the deficiency 
numbers for a class of fourth order operators with well-behaved 
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coefficients, for example the class of operators 

(4.3) yW - ap/1^ + bt'y, 

where a, /?, a, and b are any real numbers. Note that if we want to insure 
that the left endpoint is regular for these operators for all a and fi it is 
necessary to restrict the coefficient functions to (1, oo), or else change the 
coefficients on the interval (0, 1], to make the operators regular at zero. 
This will not change the deficiency index if the operator is already regular 
at zero. 

On the surface it appears that the computation of the deficiency 
numbers for the class of operators (4.3) should be merely an exercise using 
the asymptotic method as outlined in §3. Surprisingly, it turns out to 
be a rather difficult exercise, and the problem has not yet been completely 
settled for all values of a and /?. The trouble is that for a large region in the 
a, /?-plane the matrix A in the decomposition (3.5) does not have simple 
characteristic roots. There are, as yet, no sufficiently general asymptotic 
theorems to be of help in such a situation. 

The first asymptotic theorem which proved to be useful in the computa
tion of the deficiency numbers of some members of the class (4.3), when the 
matrix A of (3.5) does not have simple characteristic roots, was obtained 
by P. W. Walker [50], [51] for fourth order quasi-differential operators. 
Although his theorem yields considerably more than we shall state here, 
his results show that in the region a > 2, /J < cc — 2, the deficiency index 
of (4.3) is 2 when a > 0 and 3 when a < 0, regardless of the sgn of b. This 
already shows that Everitt's result in case (i) is not best possible in any 
sense. The deficiency numbers of (4.3) for almost all of those values of a 
and /? which are not covered by Walker's theorem were subsequently given 
by Devinatz [7] using a refinement of Levinson's technique. The values of 
a and ft which are not covered by the latter paper lie along the lines a = 2, 
(i ^ Oand/? = a — 2, a > 2. However, the deficiency numbers along the 
first line can be computed by other techniques, as noted in that paper. 

Although the class of operators (4.3) is very specialized it has, neverthe
less, served as a valuable model for obtaining more general theorems as 
well as a good source of counterexamples. Further, the asymptotic 
methods developed to handle this special class of operators should serve 
as a valuable guide in the discovery of new general asymptotic theorems 
for linear systems of differential equations for which the matrix A in (3.5) 
has multiple characteristic roots. 

Recently D. Hinton [32] has succeeded in generalizing one of Everitt's 
results to operators of arbitrary order In. I shall state his result in a form 
which allows direct comparison with the results of Hartman-Wintner, 
Titchmarsh, and Everitt, although he has proved considerably more. 
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The deficiency index of y[2n] is (n, n) if p0 = 1 and 

(4 4) Pk(t) = 0(t*w-2\ 1 ^ / c r g n - 1, 

pn(t) ^ -Kf4w/(4w-2\ K > 0. 

There is some preliminary evidence which indicates that the exponents 
are probably the best possible. Another interesting aspect of Hinton's 
general result is that it comes very close to containing a general deficiency 
result due to N. Levinson [38] for second order operators of the form 
— {pyj + qy. Levinson's result is that if M is a positive differentiate 
function so that M' = 0(M3 /2/p1 /2), q ^ - M , and ja°° (pM)~1/2 = oo, 
then y[2] has the deficiency index (1, 1). Hinton's result requires the 
additional condition that p' = 0([pM]1/2). Whether or not this additional 
condition can be removed by a refinement of his technique or whether it 
can be removed only for second order operators is still not clear. 

Hinton's method of proof is based, in part, on an idea used by Everitt 
and Levinson, although the methods used by the latter authors did not 
indicate how their results could be extended to higher order operators. 
Let [w, v~] be the sesquilinear form which arises in Green's formula (2.3). 
This form is given by 

(4.5) [II, i>] = £ {u[k-l¥2n-k] - M[2"-fc¥fc-1]}. 
k = l 

From the Lagrange identity 

l(u)v — ul(v) = (d/dt)\_u, y] 
it follows that if l(u) = ZM, l(v) = zv, then [w, vj = 0 so that [u, v] is 
identically a constant. If the deficiency number of the minimal operator 
L0 is greater than half the order of /, then it can be shown that there exist 
eigenvectors u and v so that [w, v~\ = 1. Suppose vv is a nonnegative weight 
function on (a, oo) which is not integrable. On the other hand suppose 
that it is possible, by putting suitable restrictions on the coefficients of /, 
to show that the square norms with respect to vv of all of the quasi-
derivatives of any eigenvectors u and v are finite. From the form of [w, v] 
given in (4.5) and the fact there exist eigenvectors of M, V so that [w, v\ = 1 
we get the contradiction 

oo •i vv = [w, i;]vv < oo. 

This is the basic program carried out by Hinton. He first makes a trans
formation of the associated matrix equation very much in the same spirit 
as is done in §3, and then uses the conditions (4.4) to get bounds on the 
quasi-derivatives with respect to the weight function vv = 1/t. 

Using the same basic idea other results have been obtained by F. V. 
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Atkinson and W. D. Evans [1] for second order operators and by W. D. 
Evans [18] for fourth order operators. The results in these latter papers 
require conditions only on a sequence of intervals in [0, oo) rather than 
on the whole half-axis, thus allowing the consideration of "wildly oscillat
ing functions." In this connection see also [2], [15], [16], [17] and [29]. 

On the other side of this same coin, it is known [39, II, p. 78] that if 
there exist u, v in D(L) so that limf_+o0[w, v~](t) ^ 0, then the deficiency 
number of L0 cannot be half the order of the operator. This fact can be 
exploited to find limit circle criteria for second order operators (see [16]) 
and in some cases it can be used to compute the deficiency numbers of 
fourth order operators. However, for higher order operators it is un
likely that this fact by itself can be used to obtain precise results about 
deficiency numbers. 

For second order quasi-differential operators, regular at one endpoint, 
and having nonnegative coefficients it is quite easy to prove, modulo 
known general results, that the operator is in the limit point case. It is not 
known whether or not this result persists for higher order operators, i.e., 
whether or not a quasi-differential operator, regular at one endpoint, 
and having nonnegative coefficients has deficiency number which is half 
the order of the operator. Besides the paper by Everitt mentioned earlier, 
there have appeared in the past few years a number of other papers dealing 
with this question for fourth order operators [8], [13], [20], [34]. 
Although all of these results have not been proved in the same way they all 
can be handled by a common idea. The idea is to show that any square 
integrable solution to >>[4] = 0 which has initial values y(0) = y(1)(0) = 0 
must be identically zero. It will then follow that there exist two linearly 
independent solutions to y[4] = 0 with the given initial conditions which 
are not square integrable. Further, no linear combination of these 
solutions can be square integrable since a linear combination satisfies the 
same initial conditions as the individual solutions. 

If y satisfies the initial value problem of the last paragraph then the 
Dirichlet form may be written as 

f{Po iy2)l2 + Pi \y(l)\2 + P2 \y\2} = y(sV3\s) + y{1W2\s)-
Jo 

By using the fact that y is square integrable and various bounding condi
tions on the coefficients p0, px and p2, it can be shown that the right-hand 
side goes to zero as s -» oo. But since p0 > 0 a.e. and the other coefficients 
are nonnegative it follows that y = 0. Other results, involving coefficients 
which are not necessarily nonnegative, have also been obtained by this 
method [9], this paper containing results which generalize some of the 
results of [7]. 
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A technique for extending deficiency index results is the method of 
perturbation. For example, it is a standard result of Hubert space theory 
that if L is a symmetric operator and Q is a bounded selfadjoint operator 
then L + Q has the same deficiency indices as L itself. In terms of differen
tial operators one of the things this says is that if q is a real bounded 
measurable function on [a, oo), then the differential operators y[2n] and 
y[2n] + qy have the same deficiency indices. The natural question which 
arises is whether or not the same result will persist if other perturbations 
are allowed. For example one might ask the question if q e L P (0 , OO) for 
all p ^ 1. This question is not settled even for second order operators, but 
some recent results along this line are available [42], [43]. 

One approach to such questions can be made by means of a perturba
tion theorem due to F. Reillich [46]. An operator Q is said to be relatively 
bounded with respect to P or P-bounded if D(P) c D(Q) and 

(4.6) \\Qu\\ S a ||u|| + b \\Pu\\, ueD{P). 

Rellich's theorem is the following: If P is essentially selfadjoint and Q is 
symmetric and P-bounded with 0 ^ b < 1, then P + Q is essentially 
selfadjoint (see also [35, p. 288]). 

Suppose the formally selfadjoint operator / given by (2.1) is regular at 
the origin and that the deficiency index of the minimal operator L0 is 
(ft, ft). Extend the coefficients of / to the whole axis by setting p0(t) = 1, 
P*(0 = 0, 1 ^ /c ^ ft, for t < 0. This new operator, restricted to acting 
only on functions with support in the negative half-axis, has deficiency 
index (ft, ft). Hence, by the deficiency numbers relation (2.5) it follows that 
the minimal operator associated with the extended operator is selfadjoint; 
i.e., the minimal and the maximal operators are the same. Designate this 
operator by P' and the restriction of P' to those elements in its domain 
which vanish off of compact sets by P. The operator P is essentially self
adjoint and its closure is P'. 

Let us now suppose that 0 < m ^ n and that there exist positive k and 
M so that 

(4.7) ||ym)|| Û k \\y\\ + M \\Py\\, y e D(P). 

Let Q be the operator corresponding to the formally selfadjoint operator 
qy, where q is a real measurable function with q(t) = 0 for t < 0, and 

(4.8) sup \q\2 < oo. 

It is clear that D(P) c D(Q) and further, as is well known (see [28, pp. 
167-169]), for every s > 0 there exists a K > 0 so that y e D(P) implies 

(4.9) \\Qy\\ ^ e. ||ym>|| + K \\y\\. 
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Thus from (4.7) and (4.9) it follows there exist numbers a and b,0 S b < 1 
so that (4.6) is satisfied. Consequently, we may apply Rellich's theorem 
which shows that P -h Q is essentially selfadjoint. 

Let us split the operator P + Q into the direct sum of two operators 
(P + Q)~ and (P + Q)+, where these are the operators obtained from 
P + Q by restricting its coefficients to (— oo, 0) and (0, oo), respectively. 
Clearly (P + Q)~ has the deficiency index (n, ri) so that by the relation 
(2.5) it follows that the operator (P + Q)+ also has the deficiency index 
(n, ri). We have arrived at the following result: 

If the quasi-differential operator I given by (2.1) is regular at the origin 
and has deficiency index (n, n), if (4.7) is satisfied with P replaced by L'0, and 
if q satisfies (4.8), then the minimal operator associated with the quasi-
differential operator l(y) + qy has the deficiency index (n, n). 

There are a number of different sufficient conditions that one may put on 
the coefficients of the operator / in order that an inequality of the form (4.7) 
may be satisfied. For example, if there exists a constant M so that 
Mp0 ^ l,andifpfe ^ 0,1 g k ^ n, then (4.7) is clearly fulfilled when P is 
replaced by L'0. More generally if there exists a constant m so that pk ^ m, 
1 ^ k ^ n, and if Mp0 ^ 1, then we have 

||y|| IIL'̂ II ^ {L'0y,y) ^ 1 ||y>||2 + m f ||/*>||2. 

Now use the well-known fact that, for every e > 0, there is a K > 0 so 
that 

liyk)ll2 S s \\y{n)\\2 + K ||y||2, U k g B - 1 . 

This combined with the previous inequality gives an inequality of the form 
(4.7). The two cases we have mentioned here do not exhaust all possibilities 
and the reader can certainly supply many more. 

In case the operator (2.1) is a differential operator then the previous 
considerations can be used to perturb by differential operators other than 
the multiplier operator. If we suppose that pk e C~k([0, oo)), p0 > 0, and 
that the deficiency index of L0 in (n, ri), then we may extend L'0 to a 
differential operator P, defined on Q? of the whole axis, whose closure is 
selfadjoint. We further suppose that (4.7) is satisfied for m ^ In. Let us 
now take functions qk9 1 ^ fe ^ m, which are sufficiently differentiate 
and satisfy (4.8). We need not assume that the qk are real, but we do assume 
that the differential operator 

m 

(4.10) X qk/
m~k) 

is formally selfadjoint. It is then not hard to show that the qk may be 
extended to the whole axis so that the expression (4.10) with the extended 
functions is formally selfadjoint. Indeed, this may be done in such a way 
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that if Q is the minimal operator associated with the extended operator 
(4.10), then the restriction of the coefficients of P + Q to the negative 
axis gives a differential operator whose deficiency index is (rc, ri). Since 
D(P) consists of functions in Q \ it is clear that D(P) <= D{Q). The 
inequality (4.9) is preserved and hence it follows by the same type of 
reasoning as before, that the minimal operator associated with 
Ky) + Zr= i 4kyimk) has the deficiency index (n, n). 

As an application of the previous considerations we can take l(y) = 
(— 1)V2M)> S O that if the differential operator 

(-DV2w)+2I1^y(2M-fc) 

fc = l 

is formally selfadjoint, and the qk satisfy (4.8), then the minimal operator 
associated with this differential operator has the deficiency index (n, n). 

5. Summing up. We have seen in the previous sections that two general 
results have evolved during the past few years which allow one to compute 
the deficiency indices of relatively wide classes of selfadjoint quasi-
differential operators with real coefficients. One result is obtained by 
means of asymptotic methods. With the exception of second order and 
in some cases fourth order operators, this is the only method now available 
for computing deficiency numbers which are not half the order of the 
operator. Generally speaking smoothness properties of the coefficients of 
the given pseudo-differential operators are not important, but rather the 
main drawback to applying this technique is that it cannot handle 
differential operators whose coefficients have "large oscillations/' It 
seems to me that one principal unsettled problem in this area is to find a 
technique, other than the asymptotic method, for identifying those quasi-
differential operators whose deficiency numbers are not half the order of 
the operator. As of now there has appeared no hint how one would go 
about doing this, except, as we have mentioned before, for second order 
and in some cases for fourth order operators. 

The other general result now known is Hinton's theorem which we 
described in the last section. This theorem gives a wide class of coefficients 
for which the deficiency number of the corresponding operator is half the 
order of the operator. Evidence from work on fourth order operators as 
well as some known results on higher order operators indicates that this 
theorem may somehow be the best possible in the sense that if more 
liberal growth conditions are allowed for the coefficients the deficiency 
number of the corresponding operator may no longer be maintained at 
half the order of the operator. However, the work of Evans [18] on fourth 
order operators as well as the results in [1], [2], [15] and [29] on second 
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order operators indicates that it may be enough to prescribe growth 
conditions on a sequence of nonoverlapping intervals and still maintain 
the result. This would allow for "wildly oscillating" coefficients. A general 
theorem of this nature is not yet available. 

The question of whether or not a quasi-differential operator, regular at 
the origin, and having nonnegative coefficients has its deficiency number 
half the order of the operator is still open. It is of course true for second 
order operators, being Weyl's original theorem. 

The general question of how much one may perturb a selfadjoint 
differential or quasi-differential operator so as to maintain its deficiency 
index remains by and large unanswered. One might perhaps start by 
asking the following very concrete question. Suppose l(y) is a selfadjoint 
quasi-differential operator, regular at the origin, with real coefficients 
whose minimal operator has deficiency number half the order of the 
operator. Suppose q is a locally integrable function for which 

Çs+l 
sup \q\ < oo. 

Is it true that the minimal operator l(y) + qy has the same deficiency index 
as /(y)? 

Finally, the ultimate problem of giving necessary as well as sufficient 
conditions on the coefficients of a differential or quasi-differential operator 
so that it has a given deficiency index appears to be very far from being 
solved. To show the difficulty and delicacy of this problem we mention a 
recent result of Eastham and Thompson [17] concerning second order 
differential operators — y" + py. They show that for any given s > 0 
there exist two C00 functions px and p2 on (0, oo) which differ only on a 
sequence of intervals of total length at most s, so that —y" + pxy has the 
deficiency index (1, 1) and — y" -f p2y has the deficiency index (2, 2). 
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