fully realized, and many authors still pay lip service to convergence. The umbral calculus, being purely algebraic, was a major force in shattering the idol of convergence. Ironically, the new insight that it afforded us provides us with the hindsight to realize that, by now, it is partly superfluous, and that many of its results can be proved directly in the framework of formal power series without the intervention of "umbra". For example, Chapter 3 culminates with a theorem that is equivalent to the famed Lagrange inversion formula. The Lagrange inversion formula, traditionally belonging to analysis, is now fully realized to be a purely algebraic fact, and a very short algebraic proof can be found, for example, in Hofbauer [2].

But even if it is true, as some people claim, that everything that the umbral calculus can do can be done faster with just formal power series, nobody can deny the elegance, insight, and sheer beauty that the umbral calculus possesses, and Steve Roman's book is an excellent account of this beautiful theory.
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The paradox of Besov spaces is that the very thing that makes them so successful also makes them very difficult to present and to learn. The idea behind Besov spaces begins with a simple extension of the idea of Lipschitz continuity, augmented by the observation that higher-order differences must also be used. For $s>0$ choose any integer $k$ greater than $s$. Differences are defined inductively. The first difference of a function is $f(x+h)-f(x)$ ( $x \in R^{n}$ ), and the $k$ th difference is the composition of the $(k-1)$ st and the first difference and is denoted $\Delta_{h}^{k}$. Let $F(x, h)=\Delta_{h}^{k} f(x) /|h|^{s}$. The Besov space norm of $f$ is the $L^{p}$ norm of $F$ in $x$ followed by the $L^{q}$ norm in $h$ with respect to the measure $d h /|h|^{n}$. A function is in $B_{p q}^{s}$ if $f$ is in $L^{p}$ and its Besov space norm is finite.

It was quickly found that there were many alternative approaches which give these same spaces. Today it is known that spaces defined by degree of approximation by entire analytic functions, spaces of functions which are values at 0 of solutions of the heat equation or Laplace's equation subject to
constraints, spaces defined by spectral decomposition methods (decompose a function according to the support of its Fourier transform), spaces defined by applying fractional powers of the Laplacian (or of other semigroup generators) to the basic Lipschitz type spaces, spaces defined by interpolation from certain well-known Sobolev type spaces, and, more recently, spaces defined by a smooth "atomic" decomposition [3] can all be given norms under which they are equivalent to Besov spaces. If one has a problem to which Besov spaces may be applicable, it is very easy to choose the representation most convenient for the problem from the above list. An author has a difficult time in deciding which of the approaches to present, since to present them all would require a thousand page tome. This problem is further complicated by the fact that some of the methods have limited ranges of applicability. For example, the most intuitive, that of difference conditions, makes sense only for $s>0$, but any problem involving duality will require negative exponents as well. Authors' tendencies have been to present the form with which they usually work and allude to the other possibilities in varying levels of detail.

Only two of the methods, the approximation method and the spectral method, are known at present to work for the full range of indices desired. To write a book that is consistent, that does not start the reader down one path and then explain why it is going to be necessary to detour down a side trail which will never intersect the main trail again, it is necessary to adopt one of these approaches, although both are counterintuitive. Moreover, in the hands of experts, both methods are powerful computationally-i.e., given a reasonably explicit function, you can decide by either method whether or not it belongs to a given space. The sharpest theorems, including [3] and the results of Bony on nonlinear differential equations, have been derived by the spectral method.

The spectral method has an additional feature that recommends it. The Littlewood-Paley characterization of $L^{p}$ is seen by the spectral method to be analogous to a Besov space norm but with the orders of integration reversed. That is, in the above definition first take the $L^{q}$ norm with respect to the measure $d h /|h|^{n}$ and follow it with the $L^{p}$ norm with respect to $d x$. This leads one to define a new class of spaces, denoted $F_{p q}^{s}$ and called the Lizorkin-Triebel spaces, which mimic the definition of Besov spaces but with the order of summation and integration reversed (all of the characterizations share this property of dependence on two parameters and operations, and, accordingly, the $F$ spaces share the multiplicity of possible norms, although often for more restricted classes of indices). This scale allows one to see why the hope of including Sobolev spaces in the Besov scale [7] necessarily failed; they belong to the $F$ scale instead.

With the classes $B$ and $F$ in hand, it is easy to show, and quite remarkable, that one has nearly all of the interesting spaces met in analysis: Lipschitz spaces, $L^{p}$ spaces, $H^{p}$ spaces, Sobolev spaces. There are a few holdouts-Lorentz spaces (though they could be included by adding a few more indices), the space of functions of bounded mean oscillation (which can be included if one fudges at the extreme indices, as shown by Triebel), and Morrey spaces-but perhaps one should not expect too much. It must be
admitted that the $F$ spaces have found significant application only for $q=2$. There are also tantalizing suggestions that perhaps we are missing something-for example, when some natural operations are performed on the $F$ spaces, one lands in a $B$ space, and when one tries to interpolate certain $B$ spaces, no explicit characterization can be found, although it can be shown that the answer is not a $B$ space. Perhaps we are doing something wrong, and there is a unified approach which resolves all of these difficulties.

The present book presents the theory of $B$ and $F$ spaces from the point of view of the spectral method. Triebel's previous book [8] presented the spectral method but was limited to $1<p<+\infty$, which was the state of the art at the time. Its main tool was interpolation theory. In order to incorporate results for $p \leqslant 1$ and for unifying effect, the main tools of the present book are harmonic analysis and, in particular, multiplier theorems.

The plan of the book is as follows. There are two parts: Part I comprises Chapters 2-4 and contains complete proofs. Part II, consisting of Chapters $5-10$, contains a summary of results with sketches of the proofs. Chapter 2 begins with a list of interesting spaces in analysis and their usual definitions. Their common properties, particularly with respect to Fourier multipliers, are studied as heuristic motivation for the definition of $B$ and $F$ spaces. After the definitions are given, several alternative approaches to Besov spaces are discussed, and it is shown that all of the spaces on the list appear as either $B$ or $F$ spaces. Standard properties, such as inclusion theorems and trace and extension theorems, are proved, along with nonstandard results on Schauder bases and Fubini theorems for $B$ spaces. The extension of the spaces to manifolds is studied, and the dual spaces of both classes are characterized. At the end of the chapter there is a brief discussion without proof of the approach using the heat equation and Laplace's equation. The only topic omitted is discussion of the Fourier transform images of the spaces-a theory that is not well established for the $F$ spaces.

Chapter 3 is devoted to function spaces on domains. The approach is efficient and therefore limited. Distributions in $B(\Omega)$ are viewed as restrictions to $\Omega$ of distributions in $B\left(R^{n}\right)$. There are two disadvantages. First, the set $\Omega$ must be bounded and smooth (which is what you would want to have to a first approximation in any case). In fact, to allow nonsmooth domains would again require different definitions depending on the smoothness class of the domain and its geometric properties. Second, there is no inner description of the spaces -that is, we do not have a recipe, such as was given above on $R^{n}$, for what tests we should apply to a distribution to decide if it is in a $B$ or an $F$ space. Of course, neither the $B$ nor the $F$ space has an inner description for $s<0$ even if $1 \leqslant p \leqslant \infty$. Subject to these disadvantages, essentially the whole of Chapter 2 is carried over for open domains.

In Chapter 4 these results are used to study regularity of solutions of elliptic differential equations in $B$ or $F$ spaces. Although this is still Part $I$, the results are somewhat sketchy in that the point of view is that the results (and motivation) of [8] take care of the case $1<p<\infty$, and the concentration is on $0<p \leqslant 1$.

Part II begins with Chapter 5, a good summary of what homogeneous spaces are and an indication of how the preceding theory carries over to them. For many problems the global constraint of $f$ in $L^{p}$ is not needed. If a problem is invariant under the dilation group on $R, t \rightarrow \delta_{t}$, where $\delta_{t}(x)=t x$, the different homogeneities of the $L^{p}$ and Besov norm almost always leave one in the homogeneous spaces.

In Chapter 6 ultradistributions and weighted spaces are discussed and used in Chapter 7 to indicate results on weighted $B$ and $F$ spaces. Such spaces are studied on domains in Chapter 8 by the techniques of Chapter 3, and some applications to degenerate elliptic equations are given. Chapter 9 discusses periodic functions, and Chapter 10 discusses anisotropic spaces, where different degrees of smoothness are allowed in different coordinate directions.

For whom is the book written? I would think that every specialist in any of the function spaces covered would like to have a copy. The problem mentioned in the introduction confronts the nonspecialist who wishes to penetrate the area through research monographs. There are five major monographs in the area ( $[1,4,6,8]$, and Function spaces). I have ignored books primarily about other subjects which have sections devoted to Besov spaces. All save [6] have been reviewed in the Bulletin [2, 5, 7]. Both the books of Nikol'skij [4] and Besov, Il'in and Nikol'skij [1] are rather specialized, each devoted to one method-approximation by entire functions [4] and integral representation formulas [1]. Both are restricted to $1 \leqslant p \leqslant \infty$, although it is shown in Function spaces that the method of [4] can be modified slightly so that it carries over to $p \leqslant 1$ as well. In addition, the review [7] of [4] suggests that one should read the Russian original if one is to enjoy it. The book [1] treats anisotropic spaces in detail. It has extensive results for domains that are not smooth and is more appropriate than Function spaces for those interested in these two topics.

The book by Peetre [6] is the best general introduction and contains wide if sketchy coverage of different approaches. It is a survey with proofs written in an informal style, including speculations, many of which are proved true in Function spaces. It also has a higher than normal density of misprints (they are informal lectures).

As mentioned, [8] is devoted exclusively to $1<p<\infty$ and uses interpolation theory as its main tool and the spectral method as its basic approach. It has aged well although a few newer results are not included. There is adequate mention of the main alternative approaches to the theory. Both $B$ and $F$ spaces are covered in detail. There is also an excellent introduction to interpolation theory.

Function spaces covers the full range $0<p \leqslant \infty$ and is up-to-date, with the exception of the approach via atomic spaces. It is rather brisk about getting to the main point, which is why I think a nonspecialist might like to have Peetre's book nearby for motivation and overall insight.
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It has been known for over sixty years that quantum mechanics is, by its very nature, a statistical theory. The predictions of quantum mechanics are probabilistic and cannot be exact. However, the probability theory underlying quantum mechanics is not classical probability theory. It is a different kind of probability theory, which is phrased in terms of operators on a Hilbert space. Operators play the role of probability measures and random variables in quantum probability theory. Since these operators need not commute, quantum probability is sometimes called a noncommutative probability theory. This noncommutativity is the main difference between the two theories. The present book gives an account of recent progress in the statistical theory of quantum measurement stimulated by new applications of quantum mechanics, particularly in quantum optics. The main stress of the book is on the recently developed field of quantum estimation.

Quantum probability theory is attracting the attention of an increasing number of researchers. It is located at a junction between physics (in particular, quantum mechanics) and mathematics. It combines a blend of the abstract and the practical. It has been investigated by philosphers, physicists, mathematicians, electrical engineers, and computer scientists. There are interesting lines of research in this field for mathematicians who know little about quantum mechanics. For the mathematician there is a fascinating interplay between probability theory and functional analysis. There are also applications in this field involving group representations, operator algebras, partial differential equations, Schwartz distributions, functional integration, lattices, algebraic logic, and many others. This field was first presented in a rigorous operatortheoretic setting by von Neumann [9]. Later books which emphasize its geometric and logical aspects are $[1,4,5,6,8]$, and still more recent books in which probabilistic methods are treated are [2,3,7]. The present book is the first to emphasize the quantum estimation problem.

