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ABSTRACT. We give a direct interpretation of the Witt vector product in terms of tame residue in algebraic K-theory.


INTRODUCTION

In contradiction to Stigler’s law of eponymy [S], Witt vectors were apparently invented by Ernst Witt [W], although with a significant input by Oswald Teichmüller. The original definition depended on a non-trivial existence theorem: roughly speaking, one shows that for any prime $p$, the set $A^N$ of sequences $(a_1, a_2, \ldots)$ of elements of a commutative ring $A$ carries a unique commutative ring structure such that certain “ghost maps” $w_n : A^N \to A$ are ring maps. The resulting ring is denoted by $W(A)$. In the motivating example $A = \mathbb{F}_p$, the prime field, one has $W(A) = \mathbb{Z}_p$, the ring of $p$-adic numbers. One can also do the “universal” construction which combines the constructions for all primes; this again gives a certain ring structure on $A^N$, with the resulting ring denoted $\mathbb{W}(A)$. The original $W(A)$ is known as the “$p$-typical part” of $\mathbb{W}(A)$ and corresponds, roughly speaking, to the subsequences $(a_1, a_p, a_{p^2}, \ldots)$ in sequences $(a_1, a_2, \ldots)$.

Later on, it was realized that as a group, $\mathbb{W}(A)$ admits a very simple description: all one has to do is to consider the multiplicative group $A[[t]]^*$ of invertible power series in one variable $t$, and take the subgroup of power series with constant term 1. However, the ring structure on $\mathbb{W}(A)$ is not visible in this description.

The goal of the present note is to remedy this situation and propose a direct construction of the product on $\mathbb{W}(A) \subset A[[t]]^*$.

The basic idea is very simple. The group $A[[t]]^*$ is of course a direct summand in $K_1(A[[t]])$, the first algebraic $K$-group. Sending $t$ to 0 gives an augmentation map $A[[t]] \to A$ with the induced map $K_1(A[[t]]) \to K_1(A)$, and it is not difficult
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to show that one in fact has a split short exact sequence
\[ 0 \rightarrow W(A) \rightarrow K_1(A[[t]]) \rightarrow K_1(A) \rightarrow 0, \]
so that Witt vectors can be understood as elements in \( K_1(A[[t]]) \). Given two such elements \( f, g \in K_1(A[[t]]) \), we can take their external product and obtain an element in \( K_2(A[[t_1, t_2]]) \). Then one has to cut the number of variables down to one, and pass from \( K_2 \) back to \( K_1 \). Both these tasks are easily accomplished at the same time by taking an appropriate tame symbol. The resulting formula for the Witt vector product is
\[
(f \ast g)(t) = \text{res}_z \left\{ f \left( \frac{t}{z} \right), g(z) \right\},
\]
where \( z \) is an additional formal variable, and \( \text{res}_z \{ -,- \} \) is the tame symbol extended to a map
\[
K_1(A((z))[[t]]) \otimes K_1(A((z))[[t]]) \rightarrow K_1(A[[t]])
\]
by taking a truncation at \( t^n \) and then taking the limit with respect to \( n \).

One has a feeling that this simple observation ought to have been made back in the 1970ies, for example in [B], but apparently it was overlooked, possibly for lack of interesting applications (or at least, we could not find it in the literature of the period). About ten years ago, the observation was indeed made: as A. Beilinson kindly explained to me, a more-or-less equivalent statement appears as a part of [BBE, Proposition 3.3]. Of course, [BBE] is a long foundational paper on a completely different subject, and Witt vector product only appears on the sidelines; in fact, the authors use the product to compute the residue map, rather than the other way around. Even more explicit formulas appear in [AP], although again, the goal is to express the residue map, not to interpret the Witt product.

What we actually need for the argument is not the standard tame symbol but rather, its generalization constructed by C. Contou-Carrère in [C]. Instead of using his explicit formulas, we found it more instructive to be slightly more conceptual and obtain the symbol by the same procedure as Tate used in his famous coordinate-free construction [T] of the residue map (for the Contou-Carrère symbol, such a construction has been done by G. Anderson and F. Pablos Lomo in [AP]). Thus the tame symbol appears as a certain central extension of an appropriate matrix group. For the proof, we also need a Lie algebra version of this extension, which is actually quite basic in modern representation theory of infinite dimensional Lie algebras and related subjects. It was discovered by Date, Jimbo, Kashiwara and Miwa around 1980 (see e.g. [V], [FT1]), and it was informally known as “the Japanese cocycle” in mid-80ies Moscow; this is the Japanese cocycle of the title.

The paper is organized as follows. The first section contains a brief reminder on universal Witt vectors, and the second section contains a brief reminder on the Tate residue and the Japanese cocycle. Since the material of both sections is extremely well-known, we have allowed ourselves a slightly informal exposition, and omitted the proofs. There is absolutely nothing in Section 1 nor in Section 2 which has not been known for at least 15 years. Then in Section 3, we switch to the normal rigorous exposition: we give our invariant definition of the product of Witt vectors, and we prove that this is indeed the correct product. Morally, we use
rather heavily the material in Section 2, but formally, nothing depends on it; in particular, a reader who wishes to check the proofs may completely skip Section 2.
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1. Recollection on the Universal Witt Vectors

A good general introduction to Witt vectors can be found for example in [D]; we only recall here the basic constructions.

Assume given a commutative ring $A$. Consider the algebra $A[[t]]$ of formal power series in one variable $t$ over $A$. Let $A^*$, $A[[t]]^*$ be the groups of invertible elements in $A$, resp. $A[[t]]$ with the group structure given by multiplication. We have the natural map

$$ A[[t]]^* \to A^* $$

Definition 1.1. The group $W(A)$ of universal Witt vectors of the ring $A$ is the kernel of the map (1.1).

By definition, $W(A)$ is functorial in $A$, so that $W(-)$ is in fact a group scheme. Note that $A^*$ is a direct summand in $K_1(A)$, the first algebraic $K$-group of the ring $A$, and similarly for $A[[t]]$. Moreover, we have a short exact sequence

$$ 0 \to W(A) \to K_1(A[[t]]) \to K_1(A) \to 0. $$

As a set, $W(A)$ is canonically identified with $A^N$, which is the set of sequences $a_\ast = (a_1, a_2, \ldots)$ of elements of $A$ numbered by positive integers. Explicitly, the isomorphism

$$ \alpha: A^N \cong W(A) $$

is given by

$$ \alpha(a_\ast) = \prod_{n \geq 1} (1 - a_n t^n)^{-1} \in A[[t]] $$

(the infinite product obviously converges and gives an invertible element). To describe the group structure on $W(A)$ in terms of the parametrization $\alpha$, one introduces the ghost map

$$ w: A^N \to A^N $$

given by

$$ w(a_\ast) = (w_1(a_\ast), w_2(a_\ast), \ldots), $$

$$ w_n(a_\ast) = \sum_{d|n} da_d^{n/d}. $$

(1.3)

Then one shows that there is a unique functorial commutative group structure on $A^N$ such that the map $w$ is additive (with the group structure on its target given by termwise addition). This is the group structure of $W(A)$. Indeed, by functoriality,
it suffices to prove it for $A = \mathbb{Z}$; since the natural map $\mathbb{Z} \to \mathbb{Q}$ is injective, we can equally well prove it for $A = \mathbb{Q}$. But in this case, we have a natural isomorphism
\[
\log : \mathbb{W}(\mathbb{Q}) \to \mathbb{Q}^N
\]
given by the logarithm series, and the composition $\log \circ \alpha$ is given by
\[
\log \alpha(a) = \sum_{n \geq 1} \log(1 - a_n t^n) = \sum_{m \geq 1} \frac{1}{m} w_m(a) t^n.
\]
Thus on the level of groups, it makes no difference whether one defines $\mathbb{W}(A)$ by the universal property with respect to the ghost map $w$ or by the shorter Definition 1.1. However, the ghost map has the following advantage.

**Lemma 1.2.** There exists a unique functorial structure of a commutative ring on $\mathbb{W}(A) \cong A^N$ such that the maps $w_n : A^N \to A$ are ring homomorphisms for any $n \geq 1$.

**Proof.** Well-known. \qed

Thus $\mathbb{W}(A)$ is not only a group scheme but actually a commutative ring scheme, and this ring structure is not at all obvious in the setting of Definition 1.1. The goal of this paper is to show how it can be described. To do this, we need another well-known tool from a seemingly unrelated subject, namely, the theory of infinite-dimensional Lie algebras and the Tate residue.

**Remark 1.3.** In fact, one can extend the methods of the paper to prove associativity and commutativity of the Witt vector product, but we have decided to skip this since it is not worth the effort. Indeed, note that the uniqueness of the ring structure in Lemma 1.2 is obvious — all one has to do is to pass to the case $A = \mathbb{Q}$. Analogously, the commutativity and associativity of the product are also obvious. It is only the existence that has to be proved.

### 2. Recollection on the Japanese Cocycle

The shortest way to introduce the so-called Tate residue is the following. Fix a field $k$. Let $k^\text{-mod}^\infty$ be the exact category of countably generated $k$-vector spaces, and let $k^\text{-mod} \subset k^\text{-mod}^\infty$ be the full subcategory of finitely generated vector spaces. This is a Serre subcategory, so that one can consider the quotient category $k^\text{-mod} / k^\text{-mod}^\infty$. By excision, we have long exact sequences
\[
K_* (k^\text{-mod}) \to K_* (k^\text{-mod}^\infty) \to K_* (k^\text{-mod}) \to \cdots,
\]
\[
K_*^+ (k^\text{-mod}) \to K_*^+ (k^\text{-mod}^\infty) \to K_*^+ (k^\text{-mod}) \to \cdots,
\]
\[
HH_* (k^\text{-mod}) \to HH_* (k^\text{-mod}^\infty) \to HH_* (k^\text{-mod}) \to \cdots,
\]
where $K_*^+$ stands for the “additive $K$-theory” of [FT2], identified with the cyclic homology up to a shift of degree, $HC_* \cong K_*^{+1}$, and $HH_*$ is Hochschild homology. By the standard argument, since $k^\text{-mod}$ has countable direct sums, the middle term
of all the three triangles is identically 0, so that the connecting homomorphisms
give natural isomorphisms

\[ K_{*,+1}(k\text{-mod}) \cong K_*(k) = K_*(k\text{-mod}), \]
\[ K_{*,+1}(k\text{-mod}) \cong K_+^+(k) = K_+^+(k\text{-mod}), \]
\[ HH_{*,+1}(k\text{-mod}) \cong HH_*(k) = HH_*(k\text{-mod}). \]  

(2.1)

It is these isomorphisms that give rise to various canonical residue maps. For example, if \( k((z)) \) is the ring of Laurent power series, then we have a natural functor

\[ P_k : k((z))\text{-mod} \rightarrow k\text{-mod} \]

(2.2)

sending a finitely generated module \( V \) over \( k((z)) \) to its quotient by a \( k[[z]] \)-submodule \( V_- \subset V \) such that \( V \cong V_- \otimes_{k[[z]]} k((z)) \). The composition of the induced map \( HH_1(k((z))) \rightarrow HH_1(k\text{-mod}) \) with the isomorphism (2.1) is a map

\[ \Omega^1(k((z))) \cong HH_1(k((z))) \rightarrow HH_0(k) \cong k, \]

which precisely coincides with the usual residue map on differential forms (this is a modern reformulation of the original invariant construction of the residue discovered by Tate in [T]). In K-theory, one obtains in the same way a canonical map

\[ K_{*,+1}(k((z))) \rightarrow K_*(k) \]

which turns out to be equal to the tame symbol.

In low degrees, the isomorphisms (2.1) can be made more explicit. Let \( \overline{gl}_\infty(k) \) be the Lie algebra of infinite matrices \( (r_{ij}) \), \( i, j \in \mathbb{Z} \) over \( R \) such that \( r_{ij} = 0 \) when \( |i - j| > C \) for some constant \( C \) depending on the matrix (in [FT1], these are called “generalized Jacobi matrices”). Equivalently, let \( V = k((z)) \) be the ring \( k((z)) \) considered as a \( k \)-vector space, and let \( V_+ = k[z^{-1}] \subset V \), \( V_- = k[[z]] \subset V \); then \( \overline{gl}_\infty(k) \subset \text{End}_k(V) \) consists of linear maps \( r : V \rightarrow V \) such that \( z^lV_- \subset z^{l+C}V_- \) for all \( l \) and some fixed \( C \) only depending on \( r \). Let \( gl_\infty(k) = \text{End}_k(V_+) \cap \overline{gl}_\infty(k) \subset \overline{gl}_\infty(k) \) be the subalgebra of matrices such that \( r_{ij} = 0 \) unless \( i, j \geq 0 \); that is, \( r(V_+) \subset V_+ \), and \( r(V_-) = 0 \) and let \( gl_\infty(k) \subset gl_\infty(k) \) be the subalgebra of matrices with at most finite number of non-trivial entries \( r_{ij} \). Then \( gl_\infty(k) \subset gl_\infty(k) \) is a Lie ideal, and we have a Lie algebra map

\[ \overline{gl}_\infty(k) \rightarrow gl_\infty(k)/gl_\infty(k) \]

given by \( r \mapsto PrP \), where \( p = (p_{ij}) \) is the matrix given by \( p_{ij} = 1 \) if \( i = j \geq 0 \), and 0 otherwise (this is the map induced by functor \( P_k \) of (2.2)). We then obtain the induced Lie algebra extension

\[ 0 \rightarrow gl_\infty(R) \rightarrow \overline{gl}_\infty(R) \rightarrow \overline{gl}_\infty(k) \rightarrow 0. \]

One can further compose this extension with the trace map \( gl_\infty(k) \rightarrow k \); the results is the famous central extension \( \overline{gl}_\infty(k) \) of \( gl_\infty(k) \) by \( k \) discovered by Date,Jimbo, Kashiwara and Miwa that we have mentioned in the introduction. The corresponding cocycle (the “Japanese cocycle”) is the transgression map

\[ H_2(\overline{gl}_\infty(k)) \rightarrow H^1(gl_\infty(k)) \cong K_1^+(k) = HC_0(k) \cong HH_0(k). \]  

(2.3)
The algebra $k((z))$ acts on $V$ by left multiplication, so that we have a Lie algebra map $q: k((z)) \to \mathfrak{gl}_\infty(k)$. Composing it with (2.3), we obtain a map
\[ H_2(k((z))) \to K^+_1(k), \] (2.4)
where on the left-hand side, $k((z))$ is considered as a Lie algebra with respect to the commutator bracket (which happens to be trivial). One can also do all the constructions above with $k$ replaced by a matrix algebra $\text{Mat}_n(k)$ and take the limit with respect to $n$; the result is a map
\[ H_2(\text{gl}_\infty(k((z)))) \to K^+_1(k). \] (2.5)

If $k$ is a field of characteristic 0, then the left-hand side by definition contains $K^+_2(k((z))) \cong HC_1(k((z)))$, so that altogether, we obtain the desired residue map
\[ \text{res}: K^+_2(k((z))) \to K^+_1(k). \]

But in fact, $HH_1(k((z))) \cong \Omega^1(k((z)))$ is spanned by differential forms $fdg$, $f, g \in k((z))$, and $K^+_2(k((z)))$ is spanned by images of these forms with respect to the natural map $HH_1(k((z))) \to HC_1(k((z)))$. In additive $K$-theory terms, $fdg$ is just the product $\{f, g\}$ of the elements $f, g \in k((z)) \cong HH_0(k((z))) \cong K^+_1(k((z)))$. To compute the residue of $\{f, g\} \in K^+_2(k((z)))$, it is not necessary to use the map (2.5), and it suffices to use the map (2.4). The result is as follows:
\[ \text{res}(\{f, g\}) = \text{tr}(Pq(f)Pq(g)P - Pq(g)Pq(f)P). \]

This whole story can be generalized to an arbitrary $k$-algebra $R$. Moreover, it has a $K$-theoretic counterpart valid for any ring $R$. All one has to do is to replace the Lie algebras $\mathfrak{gl}_\infty$, $\mathfrak{gl}^+_\infty$, $\mathfrak{gl}_\infty$ with their obvious group version $\text{GL}_\infty$, $\text{GL}^+_\infty$, $\text{GL}_\infty$, and use the determinant instead of the trace.

3. Multiplication

We can now attain our goal: describe the product on Witt vectors defined as in Definition 1.1. The construction is obviously inspired by the material in Section 2 but formally, nothing depends on this material.

3.1. $K$-theoretic definition. As in Section 1, fix a commutative ring $A$. For any $n \geq 0$, let $A_n = A[t]/t^{n+1}$. In particular, we have $A_0 = A$. Note that we have
\[ K_1(A[[t]]) \cong \lim_{\to n} K_1(A_n), \]
so that every element $a \in \mathbb{W}(A) \subset K_1(A[[t]])$ can be represented by a projective system of elements $a_{(n)} \in K_1(A_n)$.

For any ring $R$, let $R\text{-mod}^\infty$ be the exact category of countably generated projective $R$-modules, and let $R\text{-mod} \subset R\text{-mod}^\infty$ be the subcategory of those modules which are finitely generated. Let $\overline{R}\text{-mod} = R\text{-mod}^\infty/R\text{-mod}$ be the quotient category. Since $R\text{-mod}^\infty$ has countable sums, we have $K_1(R\text{-mod}^\infty) = 0$, so that the excision long exact sequence in algebraic $K$-theory provides a canonical isomorphism
\[ \delta(R): K_{n+1}(\overline{R}\text{-mod}) \cong K_n(R\text{-mod}) = K_n(R). \]
Moreover, consider the category $R((z))$-mod of finitely generated projective modules over the Laurent power series ring $R((z))$. For any such module $M$, there exists an $R[[z]]$-lattice $M_− \subset M$ — that is, an $R[[z]]$-submodule such that $M \cong M_− \otimes_{R[[z]]} R((z))$. Sending $M$ to the quotient $M/M_−$ gives a well-defined functor

$$P_R \colon R((z))$-mod \to \mathcal{R}$-mod. \tag{3.1}$$

Let

$$\pi(R) \colon K_\ast(R((z))) \cong K_\ast(R((z))$-mod) \to K_\ast(\mathcal{R}$-mod)

be the map induced by the functor $P(R)$.

All of the above applies in particular to the rings $A_\alpha$, $n \geq 1$. To simplify notation, let $\delta_n = \delta(A_\alpha)$, $\pi_n = \pi(A_\alpha)$. Moreover, let $a_n \colon A[[t_1, t_2]] \to A_\alpha((z))$ be the map sending $t_2$ to $z$ and $t_1$ to $tz^{-1}$ — since $t^{n+1} = 0$ in $A_\alpha$, the map is well-defined — and let $\alpha_n$ be the induced map on algebraic $K$-groups.

**Definition 3.1.** The product $fg$ of two elements $f, g \in W(A) \subset K_1(A[[t]])$ is given by

$$fg = \lim_n \delta_n \pi_n \alpha_n((f, g)) \in K_1(A[[t]]),$$

where $(f, g) \in K_2(A[[t_1, t_2]])$ is the exterior product.

**Theorem 3.2.** The product $fg$ of any two elements $f, g \in W(A)$ lies in $W(A) \subset K_1(A[[t]])$, and for any $n \geq 1$, we have

$$w_n(fg) = w_n(f)w_n(g), \tag{3.2}$$

where $w_n$ is the ghost map (1.3).

### 3.2. Group extensions.

In order to prove Theorem 3.2, we need to spell out the definition of algebraic $K$-groups in question. Since we only need $K_1$ and $K_2$, it suffices to use [M].

For any ring $R$, let $GL_\infty(R) = \lim_n GL_n(R)$, and let $E(R) \subset GL_\infty(R)$ be its commutant, so that we have a group extension

$$1 \to E(R) \to GL_\infty(R) \to K_1(R) \to 1.$$

Recall that we have a canonical group extension

$$1 \to K_2(R) \to St(R) \to E(R) \to 1, \tag{3.3}$$

where $St(R)$ is the Steinberg group. Consider the ring $R((z))$ of Laurent power series as a right $R$-module, and let

$$V_n = (R((z))/R[[z]])^\oplus_n$$

and

$$GL_\infty^+(R, n) = GL(R(V_n))$$

for any $n \geq 1$. Inside $GL_\infty^+(R)$, we have the normal subgroup of automorphisms $f \colon V_n \to V_n$ such that $\text{Im}(\text{id} - f) \subset V_n$ is finitely generated over $R$ (equivalently, annihilated by $z^l$ for $l \gg 0$). This subgroup is naturally identified with $GL_\infty(R)$.
(irrespective of \( n \)). Let \( \overline{\text{GL}}_{\infty}(R, n) = \text{GL}^+(R, n)/\text{GL}(R) \) be the quotient group, so that we have a diagram of group extensions

\[
\begin{array}{cccccc}
1 & \longrightarrow & \text{GL}_{\infty}(R) & \longrightarrow & \text{GL}^+(R, n) & \longrightarrow & \overline{\text{GL}}_{\infty}(R, n) & \longrightarrow & 1 \\
\downarrow & & & & & & & & \\
1 & \longrightarrow & K_1(R) & \longrightarrow & \overline{\text{GL}}_{\infty}(R, n) & \longrightarrow & \overline{\text{GL}}_{\infty}(R, n) & \longrightarrow & 1,
\end{array}
\]

where we denote \( \overline{\text{GL}}_{\infty}(R, n) = \text{GL}^+(R, n)/E(R) \) (if \( R \) is commutative, then the map \( \det \) on the left-hand side is the determinant map \( \text{GL}_{\infty}(R) \to R^* \cong K_1(R) \)). For any \( n \geq 1 \), we have \( P_R(R((z))^{\oplus n}) = V_n \), where \( P_R \) is the functor (3.1), and \( V_n \) is considered as an object of the category \( R\text{-mod} \). Then \( \overline{\text{GL}}_{\infty}(R, n) = \text{Aut}(V_n) \), and the functor \( P_R \) induces a map

\[
p^{(n)}(R) : \text{GL}_n(R((z))) \to \overline{\text{GL}}_{\infty}(R, n).
\]

Explicitly, this map can be described as follows. Let \( P : R((z)) \to R((z)) \) be the projector onto \( z^{-1}R[z^{-1}] \subset R((z)) \), and let \( P^{(n)} = P^{\oplus n} \). Then we have

\[
p^{(n)}(R)(f) = P^{(n)} f P^{(n)}
\]

(and it is easy to see directly that the right-hand side is a well-defined group map modulo \( \text{GL}_{\infty}(R) \)).

The extensions (3.4) and the maps \( p^{(n)}(R) \) are compatible for various \( n \), so that we can pass to the limit and obtain a group extension

\[
1 \longrightarrow K_1(R) \longrightarrow \overline{\text{GL}}_{\infty}(R, \infty) \longrightarrow \overline{\text{GL}}_{\infty}(R, \infty) \longrightarrow 1
\]

and a map

\[
p(R) : \text{GL}_{\infty}(R((z))) \to \overline{\text{GL}}_{\infty}(R, \infty).
\]

But the extension (3.3) is universal. Therefore the restriction of the map \( p(R) \) to \( E(R((z))) \subset \text{GL}_{\infty}(R((z))) \) uniquely extends to a commutative diagram

\[
\begin{array}{cccccc}
1 & \longrightarrow & K_2(R((z))) & \longrightarrow & \text{St}(R((z))) & \longrightarrow & E(R((z))) & \longrightarrow & 1 \\
\downarrow \text{res}(R) & & & & & & & & \\
1 & \longrightarrow & K_1(R) & \longrightarrow & \overline{\text{GL}}_{\infty}(R, \infty) & \longrightarrow & \overline{\text{GL}}_{\infty}(R, \infty) & \longrightarrow & 1.
\end{array}
\]

The map \( \text{res}(R) \) is equal to the composition \( \delta(R) \circ \pi(R) \) of the maps \( \pi(R) \), \( \delta(R) \) of Section 3.1.

Now, as in Section 3.1, let \( R = A_n, n \geq 1 \), and denote \( p_n = p(A_n) \), \( p_n^{(l)} = p^{(l)}(A_n) \), \( l \geq 1 \), \( \text{res}_n = \text{res}(A_n) = \delta \circ \pi_n \). Consider the map \( a_n : A[[t_1, t_2]] \to A_n((z)) \), and assume given two elements \( f, g \in \mathbb{W}(A) \subset K_1(A[[t]]) \). To compute their product \( fg \), we first need to evaluate the exterior product \( \{f, g\} \in K_2(A[[t_1, t_2]]) \). Let \( t_1, t_2 : A[[t]] \to A[[t_1, t_2]] \) be embeddings sending \( t \) to \( t_1 \) (resp. \( t_2 \)); then by [M, Section 8], to compute \( \{f, g\} \), one has to represent \( f_1 = t_1(f) \) and \( g_2 = t_2(g) \) by commuting diagonal matrices in \( E(A[[t_1, t_2]]) \), for example

\[
\begin{pmatrix}
f_1 & 0 & 0 \\
0 & f_1^{-1} & 0 \\
0 & 0 & 1
\end{pmatrix}, \quad
\begin{pmatrix}
g_2 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & g_2^{-1}
\end{pmatrix},
\]

(3.6)
lift these matrices to elements in the Steinberg group, and take their commutator. Since we are only interested in the image \( \text{res}_n(a_n(\{f, g\})) \) we may just as well apply the maps \( a_n \) and \( p_n \), and then compute the commutator in the group \( \text{GL}_\infty(A_n, 3) \). Moreover, since the map \( p_n \) is actually defined on the whole group \( \text{GL}_\infty(A_n(\{z\})) \), there is no need to use matrices (3.6) or any other diagonal matrices in \( E(A_n(\{z\})) \) — we may replace them with the matrices of size 1. We conclude that \( \text{res}_n(a_n(\{f, g\})) \in K_1(A_n) \) is obtained as the commutator of arbitrary liftings \( \tilde{f}, \tilde{g} \in \text{GL}_\infty(A_n, 1) \) of elements

\[
p_n(1)(a_n(f_1)), p_n(1)(a_n(g_2)) \in \text{GL}_\infty(A_n, 1).
\]

While we do not have any natural liftings to the group \( \text{GL}_\infty(A_n, 1) \), convenient liftings to the group \( \text{GL}_\infty^+(A_n) \) are provided by (3.5), where we interpret the right-hand side as an automorphism of \( V_1 = zA_n[z^{-1}] \subset A_n(\{z\}) \). Indeed, let \( b_1, b_2 : A[[t]] \to A((z))[[t]] \) be the maps that send \( t \) to \( tz^{-1} \) resp. \( z \), and let

\[
\tilde{f} = Pb_1(f)P, \quad \tilde{g} = Pb_2(g)P.
\]

Then modulo \( t^n \) for any fixed \( n \geq 1 \), both \( \tilde{f} \) and \( \tilde{g} \) are locally unipotent, thus invertible. Using (3.4) and passing to the limit with respect to \( n \), we obtain the following conclusion.

**Lemma 3.3.** For any \( f, g \in \mathbb{W}(A) \subset K_1(A[[t]]) \), their product \( fg \) in the sense of Definition 3.1 is given by

\[
fg = \det(\tilde{f}\tilde{g})(\tilde{f})^{-1}(\tilde{g})^{-1},
\]

where \( \tilde{f} \) and \( \tilde{g} \) are as in (3.7).

**Corollary 3.4.** In the assumptions of Theorem 3.2, the product \( fg \) lies in \( \mathbb{W}(A) \subset K_1(A[[t]]) \).

**Proof.** By definition, we have to show that the image of \( fg \) in \( K_1(A) = K_1(A_0) \) with respect to the natural projection \( K_1(A[[t]]) \to K_1(A_0) \) is equal to 1. But by definition \( a_0(t_1) = z^{-1}t = 0 \), so that we have \( a_0(f) = 1 \in A_0(\{z\}) \), and \( Pb_1(f)P \)

becomes the identity map after projection to the group \( \text{GL}_\infty^+(A) \). \( \square \)

The same game with the group extensions can be played in a different way. Let \( \mathbb{W}^2(A) \subset A[[t_1, t_2]]^* \) be the kernel of the natural map \( A[[t_1, t_2]]^* \to A^* \), and let \( \text{GL}_\infty^+(A_n, 1)_o \subset \text{GL}_\infty^+(A_n, 1) \) be the subgroup of automorphisms \( f \) of \( V_n = A_n(\{z\})/A_n[[z]] \) such that

- for any \( t \geq 1 \), the map \( \text{id} - f \) sends the submodule \( z^{-t}A_n[[z]]/A_n[[z]] \subset V_n \)

into the submodule \( z^{1-t}A_n[[z]]/A_n[[z]] \subset V_n \).

Moreover, let

\[
\text{GL}_\infty(A_n)_o = \text{GL}_\infty(A_n) \cap \text{GL}_\infty^+(A_n, 1)_o \subset \text{GL}_\infty(A_n),
\]

\[
\overline{\text{GL}}_\infty(A_n, 1)_o = \text{GL}_\infty^+(A_n, 1)_o/\text{GL}_\infty(A_n)_o \subset \overline{\text{GL}}_\infty(A_n).
\]

Then the determinant map \( \det \) obviously sends \( \text{GL}_\infty(A_N)_o \subset \text{GL}_\infty(A_n) \) into the kernel \( \mathbb{W}(A)_n \subset K_1(A_n) \) of the map \( K_1(A_n) \to K_1(A) \), so that (3.4) induces a
commutative diagram of group extensions of the form

\[
\begin{array}{cccccc}
1 & \longrightarrow & \GL_\infty(A_n) & \longrightarrow & \GL_\infty^+(A_n, 1) & \longrightarrow & \GL_\infty(A_n, 1) & \longrightarrow & 1 \\
\text{det} & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
1 & \longrightarrow & \mathbb{W}(A) & \longrightarrow & \GL_\infty(A_n, 1) & \longrightarrow & \GL_\infty(A_n, 1) & \longrightarrow & 1,
\end{array}
\]

(3.8)

for a certain group \(\GL_\infty(A_n, 1)\).

Denote \(q_n = p_n^{(1)} \circ a_n : A[[t_1, t_2]]^* \rightarrow \GL_\infty(A_n, 1)\). Then \(q_n\) sends \(\mathbb{W}[2](A)\) into \(\GL_\infty(A_n, 1)\), so that the second extension of (3.4) induces an extension of \(\mathbb{W}[2](A)\) by \(\mathbb{W}(A)\). Passing to the limit with respect to \(n\), we obtain an extension \(\mathbb{W}[2]\) of \(\mathbb{W}[2](A)\) by \(\mathbb{W}(A)\) such that for any \(n\), we have a commutative diagram

\[
\begin{array}{cccccc}
1 & \longrightarrow & \mathbb{W}(A) & \longrightarrow & \mathbb{W}[2](A) & \longrightarrow & \mathbb{W}[2](A) & \longrightarrow & 1 \\
& & \downarrow & & \downarrow & & \downarrow & & \\
1 & \longrightarrow & \mathbb{W}(A) & \longrightarrow & \GL_\infty(A_n, 1) & \longrightarrow & \GL_\infty(A_n, 1) & \longrightarrow & 1.
\end{array}
\]

(3.9)

It is this extension \(\mathbb{W}[2]\) which encodes the product \(fg\) of two elements \(f, g \in \mathbb{W}(A)\). To wit, choose arbitrary liftings \(\tilde{f}, \tilde{g} \in \mathbb{W}[2](A)\) of the elements \(\iota_1(f), \iota_2(g) \in \mathbb{W}[2](A)\), and take their commutator in \(\mathbb{W}(A) \subset \mathbb{W}[2](A)\). Then by the commutativity of the diagrams (3.9) and (3.8), one immediately sees that we have

\[
fg = \tilde{f} \tilde{g} \tilde{f}^{-1} \tilde{g}^{-1}.
\]

(3.10)

3.3. Proof of Theorem 3.2. We can now prove Theorem 3.2. We start with the following reduction.

Fix \(f, g \in \mathbb{W}(A)\) and an integer \(n \geq 1\). Let \(f' = \text{id} - b_1(f)\), \(g' = \text{id} - b_2(g)\), considered as \(A_n\)-linear endomorphisms of \(A_n((z))\). Note that \(f'\) always preserves \(z^{-1}A_n[z^{-1}] \subset A_n((z))\), thus commutes with the projector \(P\). Moreover, we have \((z^{-1}t)^n = 0\ in A_n((z))\). Therefore for any \(l, f' (z^l A_n[[z]]) \subset A_n((z))\) lies inside \(z^{-l} A_n[[z]] \subset A_n((z))\), and if \(f = \frac{1}{l} \mod t^n\), we have \(f' = 0\), hence \(w_n(fg) = 0\). Moreover, if \(g = \frac{1}{l} \mod t^n\), then \(g'\) sends \(z^l A_n[[z]] \subset A_n((z))\) into \(z^{l+n+1} A_n[[z]] \subset A_n((z))\), so that \(P \bar{g}' \bar{P}\) sends \(z^l A[[z]]/A[[z]] \subset A((z))/A[[z]]\) into \(z^{l+n+1} A[[z]]/A[[z]] \subset A((z))/A[[z]]\). Therefore the commutator bracket

\[
[f', g] = [f', P \bar{g}' \bar{P}] = f' P \bar{g}' \bar{P} - P \bar{g}' \bar{P} f
\]

is locally nilpotent, the commutator \(f \bar{g}(f)^{-1}(g)^{-1}\) is locally unipotent, and its determinant is equal to 1, so that we again have \(w_n(fg) = 0\). Since the product \(fg\) is bilinear by construction, in studying \(w_n(fg)\) we may therefore assume that \(f\) and \(g\) are of the form

\[
f = \prod_{0 \leq i < n} (1 + f_i t^{i+1}), \quad g = \prod_{0 \leq i < n} (1 + g_i t^{i+1}).
\]

But then \(g'\) sends \(z^{-n-1} A_n[z^{-1}] \subset A_n((z))\) into \(z^{-1} A_n[z^{-1}]\), so that on the submodule \(z^{-n-1} A_n[z^{-1}]\), \(g' = P \bar{g}' \bar{P}\) and \(f'\) commutes with \(\bar{g}'\). Thus the determinant
in Lemma 3.3 is effectively computed on the $A_n$-module $z^{-n}A_n[[z]]/A_n[[z]]$ of finite rank independent on $f$ and $g$.

We conclude that $w_n(fg)$ — that is, the left-hand side of (3.2) — is given by a polynomial in $f_1, \ldots, f_n, g_1, \ldots, g_n$ of bounded degree. The same is obviously true for the right-hand side. Moreover, since all the constructions are functorial, these polynomials are universal and defined over $\mathbb{Z}$. Thus to prove the identity, it suffices to consider the case $A = \mathbb{Z}$. Moreover, since the natural map $\mathbb{W}(\mathbb{Z}) \to \mathbb{W}(\mathbb{Q})$ is injective, it suffices to consider the case $A = \mathbb{Q}$. Thus from now on, we assume $A = \mathbb{Q}$.

Now it is convenient to switch the viewpoint — let us use the extensions (3.8) and (3.9) to compute the product $fg$ by (3.10) rather than Lemma 3.3. Indeed, all the groups that appear in these diagrams are actually prounipotent groups. Since $A = \mathbb{Q}$, every prounipotent group is identified with its Lie algebra by means of the logarithm map.

In particular, we have a commutative diagram

$$
\begin{array}{c}
1 \longrightarrow \mathbb{W}(A) \longrightarrow \widetilde{\mathbb{W}}^2(A) \longrightarrow \mathbb{W}^2(A) \longrightarrow 1 \\
\downarrow \text{log} \quad \downarrow \text{log} \quad \downarrow \text{log} \\
0 \longrightarrow \mathfrak{w}(A) \longrightarrow \widetilde{\mathfrak{w}}^2(A) \longrightarrow \mathfrak{w}^2(A) \longrightarrow 0,
\end{array}
$$

where the bottom line is a Lie algebra extension; the Lie algebra $\mathfrak{w}^2(A)$ of the group $\mathbb{W}^2(A)$ is the kernel of the map $A[[t_1, t_2]] \to A$ with the trivial Lie bracket, and the Lie algebra $\mathfrak{w}(A)$ of the group $\mathbb{W}(A)$ is $tA[[t]] < A[[t]]$, again with the trivial Lie bracket. Thus the Lie algebra $\widetilde{\mathfrak{w}}^2(A)$ of the group $\widetilde{\mathbb{W}}^2(A)$ is a Heisenberg Lie algebra defined by a canonical skew-symmetric cocycle $c(-, -): \mathfrak{w}^2(A) \times \mathfrak{w}^2(A) \to \mathfrak{w}(A)$. In particular, $[\xi_1, [\xi_2, \xi_3]] = 0$ for any $\xi_1, \xi_2, \xi_3 \in \mathfrak{w}^2(A)$, so that by the Campbell–Hausdorff formula, (3.10) implies

$$
\log(fg) = \log(f) + \log(g) = c(\log f, \log g)
$$

for any $f, g \in \mathbb{W}(A)$.

To compute the cocycle $c(-, -)$, we again turn to matrix algebras. The diagrams (3.8), (3.9) induce commutative diagrams

$$
\begin{array}{c}
0 \longrightarrow \mathfrak{w}(A) \longrightarrow \widetilde{\mathfrak{w}}^2(A) \longrightarrow \mathfrak{w}^2(A) \longrightarrow 0 \\
\downarrow \eta_n \\
0 \longrightarrow \mathfrak{w}(A)_n \longrightarrow \widetilde{\mathfrak{gl}}_\infty(A_n, 1)_o \longrightarrow \mathfrak{gl}_\infty(A_n, 1)_o \longrightarrow 0,
\end{array}
$$

and

$$
\begin{array}{c}
0 \longrightarrow \mathfrak{gl}_\infty(A_n)_o \longrightarrow \mathfrak{gl}_\infty^+(A_n, 1)_o \longrightarrow \mathfrak{gl}_\infty(A_n, 1)_o \longrightarrow 0 \\
\downarrow \text{tr} \\
0 \longrightarrow \mathfrak{w}(A)_n \longrightarrow \widetilde{\mathfrak{gl}}_\infty(A_n, 1)_o \longrightarrow \mathfrak{gl}_\infty(A_n, 1)_o \longrightarrow 0.
\end{array}
$$
of Lie algebra extensions; to compute $a_n(c(\cdot, \cdot))$, we may use the extension $\mathfrak{gl}_\infty(A_n, 1)_o$, and by \eqref{3.12}, this extension is compatible with $\mathfrak{gl}_\infty(A_n, 1)_o$, so that

$$a_n(c(\xi_1, \xi_2)) = \text{tr}[Pa_n(\xi_1)P, Pa_n(\xi_2)P]$$

for any $\xi_1, \xi_2$. This is exactly the Japanese cocycle \cite{V}, and it is equal to

$$a_n(c(\xi_1, \xi_2)) = \text{res}_z(a_n(\xi_1)d_z a_n(\xi_2)),$$

where $d_z$ is the de Rham differential with respect to $z$. Substituting \eqref{3.11} and \eqref{1.4}, we obtain

$$\sum_n \frac{1}{n} w_n(f) t^n = \text{res}_z \left( \sum_i \frac{1}{i} w_i(f) t^i z^{-i} \right) \left( \sum_j \frac{1}{j} w_j(g) \cdot jz^{j-1} dz \right)$$

$$= \sum_n \frac{1}{n} w_n(f) w_n(g) t^n,$$

and the $t^n$-term of this equality is exactly \eqref{3.2}. \qed
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