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INTRODUCTION

In various fields of research one encounters a natural multiplication on a space, say, $X$ under which the product of a pair of points is a subset of $X$ (e.g., a finite subset).

The literature on multivalued groups and their applications is very large and includes titles from 19th century, mainly in the context of hypergroups ([22], [25]).

In 1971, S. P. Novikov and the author (see [9]) introduced a construction, suggested by the theory of characteristic classes of vector bundles, in which the product of each pair of elements is an $n$-multiset, the set of $n$ points with multiplicities.

This construction leads to the notion of $n$-valued group.

The condition of $n$-valuedness is in fact very restrictive, and initially it seemed that the supply of interesting examples of $n$-valued groups is not very rich.

Soon afterwards the author ([3], [4]) developed the theory of formal, or local, $n$-valued Lie groups, which appeared to be rich of contents and have found important applications ([5], [15], [14]). A number of results in the algebraic theory of multivalued formal groups was obtained by A. N. Kholodov in [23], [24].
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Since 1993, E. Rees and the author collaborate on the topological and algebraic theory of \( n \)-valued groups ([16], [10], [17], [11]). The methods of the theory lead in particular to the solution of the problem about the rings of functions on symmetric powers of a space ([12], [19]).

The theory of \( n \)-valued groups has seminal connections with a number of classical and modern fields of research. The following directions of research will be in the focus of this paper:

- \( n \)-valued groups as deformations of ordinary groups;
- group algebras of \( n \)-valued groups as combinatorial algebras;
- \( n \)-Hopf algebras and their duals;
- algebraic representations of \( n \)-valued groups;
- representations of \( n \)-valued groups on graphs;
- integrable multivalued dynamical systems;
- functional-algebraic theory of symmetric products of spaces.
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1. Symmetric Product of a Space

If \( X \) is a topological space, let \((X)^n\) denote its \( n \)-fold symmetric product, i.e., 
\[(X)^n = X^n / \Sigma_n\]
where the symmetric group \( \Sigma_n \) acts by permuting the factors.

An \( n \)-multiset of a given space \( X \) is an unordered set of \( n \) points of \( X \), taking multiplicities into account. Thus, \((X)^n\) is the topological space of all \( n \)-multisets of \( X \).

Example. Let \( \mathbb{C} \) be the field of complex numbers. The spaces \((\mathbb{C})^n = \mathbb{C}^n / \Sigma_n \) and \( \mathbb{C}^n \) are identified using the map

\[S: (\mathbb{C})^n \to \mathbb{C}^n\]

whose components are given by

\[(z_1, z_2, \ldots, z_n) \mapsto e_r(z_1, z_2, \ldots, z_n), \quad 1 \leq r \leq n,\]

where \( e_r \) is the \( r \)-th elementary symmetric polynomial.

The projectivization of the map \( S \) induces a homeomorphism between \((\mathbb{C}P^1)^n\) and the \( n \)-dimensional complex projective space \( \mathbb{C}P^n \).

We would like to attract reader’s attention to the following fact:

Let \( M^n \) be an \( n \)-dimensional (over \( \mathbb{R} \)) manifold without boundary, and let \( k \geq 2 \). Then the \( k \) th symmetric power \((M^n)^k\) is a manifold without boundary if and only if \( n = 2 \).
2. \textit{n-Valued Group Structure}

An \textit{n-valued multiplication} on \(X\) is a map
\[ \mu: X \times X \to (X)^n, \]
\[ \mu(x, y) = x \ast y = [z_1, z_2, \ldots, z_n], \quad z_k = (x \ast y)_k. \]

We have the following natural generalizations of the classical axioms of group multiplication.

\textbf{Associativity.} The \(n^2\)-sets:
\[ [x \ast (y \ast z)_1, x \ast (y \ast z)_2, \ldots, x \ast (y \ast z)_n], \]
\[ [(x \ast y)_1 \ast z, (x \ast y)_2 \ast z, \ldots, (x \ast y)_n \ast z] \]
are equal for all \(x, y, z \in X\).

\textbf{Unit.} An element \(e \in X\) such that
\[ e \ast x = x \ast e = [x, x, \ldots, x] \]
for all \(x \in X\).

\textbf{Inverse.} A map \(\text{inv}: X \to X\) such that
\[ e \in \text{inv}(x) \ast x \quad \text{and} \quad e \in x \ast \text{inv}(x) \]
for all \(x \in X\).

\textbf{Definition.} The map \(\mu\) defines an \textit{n-valued group structure} \(X = (X, \mu, e, \text{inv})\) on \(X\) if it is associative, has a unit and an inverse.

3. \textbf{First Results}

\textbf{Lemma 1.} For each \(m \in \mathbb{N}\), an \textit{n-valued group} on \(X\), with the multiplication \(\mu\), can be regarded as an \(mn\)-valued group by using as the multiplication the composition
\[ X \times X \xrightarrow{\mu} (X)^n \xrightarrow{(D)^m} (X)^{mn}, \]
where \(D\) is diagonal.

\textbf{Lemma 2.} Let \(X = (X, \mu_X, e_X, \text{inv}_X)\) and \(Y = (Y, \mu_Y, e_Y, \text{inv}_Y)\) be an \(n\)- and an \(m\)-valued group on \(X\) and \(Y\), respectively. Then there is a natural structure of an \(mn\)-valued group on \(X \times Y\), with the multiplication
\[ \mu_{X \times Y}((x_1, y_1), (x_2, y_2)) = [ (\mu_X(x_1, x_2)_i, \mu_Y(y_1, y_2)_j), 1 \leq i \leq n, 1 \leq j \leq m], \]
the unit \((e_X, e_Y)\) and the inverse map \(\text{inv}_{X \times Y} = (\text{inv}_X, \text{inv}_Y)\).

\textbf{Definition.} A map \(f: X \to Y\) is a \textit{homomorphism} of \(n\)-valued groups if
\[ f(e_X) = e_Y, \quad f(\text{inv}_X(x)) = \text{inv}_Y(f(x)) \]
for all \(x \in X\) and
\[ \mu_Y(f(x_1), f(x_2)) = (f)^n \mu_X(x_1, x_2) \]
for all \(x_1, x_2 \in X\).

A direct verification yields
Lemma 3. Let \( f : X \to Y \) be a homomorphism of \( n \)-valued groups. Then

\[
\text{Ker}(f) = \{ x \in X : f(x) = e_Y \}
\]

is an \( n \)-valued group.

4. A 2-Valued Group Structure on \( \mathbb{Z}_+ \)

The following simple example of a 2-valued group arises in various constructions of the theory of multivalued groups and plays an important role in the applications.

Consider the semigroup of nonnegative integers \( \mathbb{Z}_+ \).

Define the 2-valued multiplication

\[
\mu : \mathbb{Z}_+ \times \mathbb{Z}_+ \to (\mathbb{Z}_+)^2
\]

by the formula

\[
x \ast y = [x + y, |x - y|].
\]

This multiplication endows \( \mathbb{Z}_+ \) with the structure of a 2-valued group with the unit \( e = 0 \). The inverse element is given by the identity map \( \text{inv}(x) = x \).

The associativity axiom follows from the fact that the 4-multisets

\[
[x + y + z, |x - y - z|, x + |y - z|, |x - y| - |z|]
\]

and

\[
[x + y + z, |x + y - z|, |x - y| + z, ||x - y| - z|]
\]

are equal for all nonnegative integers \( x, y, z \).

5. Additive \( n \)-Valued Group Structure on \( \mathbb{C} \)

Define the multiplication

\[
\mu : \mathbb{C} \times \mathbb{C} \to (\mathbb{C})^n
\]

by the formula

\[
x \ast y = \left( (\sqrt[n]{x} + \epsilon^r \sqrt[n]{y})^n, \ 1 \leq r \leq n \right),
\]

where \( \epsilon \) is a primitive \( n \)-th root of unity.

This multiplication endows \( \mathbb{C} \) with the structure of an \( n \)-valued group with the unit \( e = 0 \). The inverse element is given by the map \( \text{inv}(x) = (-1)^n x \).

It is proved in [4] that, up to change of coordinates, there are only two different 2-valued formal group structures on \( \mathbb{C} \), namely, the ordinary additive group and the one described above for \( n = 2 \). This fact is nontrivial (see Secs. 12–17 below).

The \( n \)-valued multiplication is described by the polynomials

\[
p_n(z; x, y) = \prod_{k=1}^{n} (z - (\text{inv}(x) \ast \text{inv}(y))_k),
\]

whence the product \( x \ast y \) is defined by \( z \)-roots of the equation \( p_n = 0 \). It happens that \( p_n(z; x, y) \) are \( x, y, z \)-symmetric polynomials with integral coefficients, e.g.,

\[
p_1 = x + y + z, \quad p_2 = (x + y + z)^2 - 4(xy + yz + zx).
\]

Here are the expressions of the polynomials defining the \( n \)-valued multiplication, for small values of \( n \). Set

\[
e_1 = x + y + z, \quad e_2 = xy + yz + zx, \quad e_3 = xyz.
\]
Then
\[ p_3 = e_1^3 - 3^3 e_3, \]
\[ p_4 = e_1^4 - 2^3 e_1^2 e_2 + 2^4 e_2^2 - 2^7 e_1 e_3, \]
\[ p_5 = e_1^5 - 5^4 e_1 e_3 + 5^7 e_2 e_3, \]
\[ p_6 = e_0^6 - 2^2 \cdot 3 e_1 e_2 + 2^4 \cdot 3 e_1^2 e_3 - 2^6 e_2^3 - 2 \cdot 3^4 \cdot 17 e_1^3 e_3 \]
\[ \quad - 2^3 \cdot 3^4 \cdot 19 e_1 e_2 e_3 + 3^3 \cdot 19^3 e_3^5. \]

Now we arrive at the following natural questions:

1. What is the relationship between prime factors of \( n \) and prime factors of the coefficients of the polynomials \( p_n \)?
2. How to distinguish the monomials that have zero coefficient? \(^1\)
3. How to describe the Newton polytope of \( p_n \)?

The answers on this questions have not been known yet. An important application of polynomials \( p_n \), we describe in Sec. 21.

### 6. Coset and Double Coset Groups

The following construction produces many \( n \)-valued groups.

Let \( G \) be a \((1\text{-valued})\) group with the multiplication \( \mu_0 \), the unit \( e_G \), and \( \text{inv}_G(u) = u^{-1} \).

Let \( A \) be a group with \(#A = n\) and \( \varphi : A \to \text{Aut} G \) be a homomorphism to the group of automorphisms of \( G \). Denote by \( X \) the quotient space \( G/\varphi(A) \) of \( G \) by the action of the group \( \text{Im} \varphi \), and denote by \( \pi : G \to X \) the quotient map. Define the \( n \)-valued multiplication
\[ \mu : X \times X \to (X)^n \]
by the formula
\[ \mu(x, y) = [\pi(\mu_0(u, v^a))], \quad 1 \leq i \leq n, \quad a_i \in A, \]
where \( u \in \pi^{-1}(x), v \in \pi^{-1}(y) \) and \( v^a \) is the image of the action of \( \varphi(a) \in \text{Aut} G \), \( a \in A \) on \( G \).

A direct verification leads to the following result:

**Theorem 1.** The multiplication \( \mu \) defines an \( n \)-valued group structure on the orbit space \( X = G/\varphi(A) \), called the coset group of \( (G, A, \varphi) \), with the unit \( e_X = \pi(e_G) \) and the inverse \( \text{inv}_X(x) = \pi(\text{inv}_G(u)) \), where \( u \in \pi^{-1}(x) \).

In case of \( \ker \varphi = 0 \) we will identify \( A \) with \( \varphi(A) \subset \text{Aut} G \).

Let \( H \subset G \) be a subgroup, and let \#H = n. Denote by \( X \) the space of double cosets \( H \backslash G / H \). Define the \( n \)-valued multiplication
\[ \mu : X \times X \to (X)^n \]
by the formula
\[ \mu(x, y) = [Hg_1H] \ast [Hg_2H] = [[Hg_1h g_2H] : h \in H]. \]

---

\(^1\)I am grateful to the referee for this question.
Theorem 2. The multiplication \( \mu \) defines an \( n \)-valued group structure on the orbit space \( X = H \backslash G/H \) called a double coset group of a pair \((G, H)\) with the unit \( e_X = \{H\} \) and the inverse \( \text{inv}_X(x) = \{Hg^{-1}H\} \), where \( x = \{HgH\} \).

Each coset group \( X = G/\varphi(A) \), where \( \varphi: A \to \text{Aut} G \) be a homomorphism to the group of automorphisms of \( G \), admits a double coset realization \( X = A \backslash G'/A \), where \( G' \) is the semidirect product of the groups \( G \) and \( A \) with respect to the action of \( A \) on \( G \) by means of \( \varphi \).

7. Examples of the Coset Groups

Example 1. The 2-valued group on \( \mathbb{Z}_2 \) is the coset group of the pair \((\mathbb{Z}, \mathbb{Z}_2)\), where the generator of \( \mathbb{Z}_2 \) acts on \( \mathbb{Z} \) by multiplication by \(-1\).

Example 2. The additive \( n \)-valued group on \( \mathbb{C} \) is the coset group of the pair \((\mathbb{C}, \mathbb{Z}_n)\), where the generator of \( \mathbb{Z}_n \) acts on \( \mathbb{C} \) by multiplication by \( \frac{2\pi i}{n} \).

Example 3. The multiplicative 2-valued group on \( \mathbb{C} \). Let \( G = \mathbb{C}^* = (\mathbb{C}\setminus\{0\}) \).

The automorphism \( z \mapsto z^{-1} \) generates the automorphism group \( A, \#A = 2 \). The space \( X = \mathbb{C}^*/A \) is identified with \( \mathbb{C} \) by means of the map \( \mathbb{C}^* \to \mathbb{C} \) given by \( \pi(z) = \frac{1}{2}(z + z^{-1}) \) and \( \pi^{-1}(x) = x \pm (x^2 - 1)^{\frac{1}{2}} \), and we have

\[
x \ast y = [xy + ((x^2 - 1)(y^2 - 1))^\frac{1}{2}], \quad xy - ((x^2 - 1)(y^2 - 1))^\frac{1}{2}.
\]

The right-hand side can be rewritten as the quadratic polynomial

\[
z^2 - 2xyz + x^2 + y^2 - 1.
\]

The unit is 1 and the inverse of each element is the element itself. Under the change of variables \( x, y, z \mapsto x + 1, y + 1, z + 1 \), the polynomial becomes

\[
z^2 - 2(x + y + xy)z + (x - y)^2.
\]

Example 4. Let \( G \) be the infinite dihedral group

\[
G = \{a, b: a^2 = b^2 = e\}.
\]

The exchange of \( a \) and \( b \) generates the automorphism group \( A, \#A = 2 \). Then \( X = G/A = \{u_{2n}, u_{2n+1}\} \), \( n \geq 0 \),

where

\[
\begin{align*}
u_{2n} &= \{(ab)^n, (ba)^n\}, \\
u_{2n+1} &= \{b(ab)^n, a(ba)^n\}.
\end{align*}
\]

Then the 2-valued multiplication in the coset group is given by the formula

\[
u_k \ast u_\ell = [u_{k+\ell}, u_{|k-\ell|}].
\]

Thus \( X \) is isomorphic to the 2-valued group on \( \mathbb{Z}_2 \).

Examples 1 and 4 show that the theory of coset groups cannot be reduced to the theory of pairs \((G, A)\), where \( A \) is a group of automorphisms of \( G \), since distinct pairs \((G_1, A_1)\) can lead to the same coset group.

Examples 1 and 3 describe coset groups in the class of coset groups of pairs \((G, \mathbb{Z}_2)\), where \( G \) is a commutative group and the generator of \( \mathbb{Z}_2 \) takes \( g \in G \) to \( g^{-1} \).
Another important example in this class is the continuous coset group of the pair $(S^1, \mathbb{Z}_2)$, where $S^1 = \{z \in \mathbb{C}, |z| = 1\}$. In this case $X = [-1, 1]$ and the projection $\pi: S^1 \rightarrow X$ is given by the map

$$\pi(z) = \frac{1}{2}(z + \bar{z}) = \cos \varphi, \quad 0 \leq \varphi \leq \pi.$$

The 2-valued multiplication

$$\mu: X \times X \rightarrow (X)^2$$

has the form

$$\mu(x, y) = [xy \pm \sqrt{(1-x^2)(1-y^2)}],$$

where $|x| \leq 1$ and $|y| \leq 1$. The unit with respect to this multiplication is $1 \in X$, and $\text{inv}(x) = x$.

Note that the embedding $S^1 \subset \mathbb{C}^*$ leads to a homomorphism of 2-valued groups $f: [-1, 1] \rightarrow \mathbb{C}$ (see Example 3). The class of coset groups under discussion also contains the 2-valued coset groups of the pairs $(T^k, \mathbb{Z}_2)$, where $T^k$ is the real $k$-torus $S^1 \times \cdots \times S^1$.

The Abelian manifolds, in particular, the Jacobians of algebraic curves of genus $g$ give the important examples of such coset groups. In the case $g = 1$, we obtain a structure of a 2-valued group on the complex projective line $\mathbb{C}P^1$ (see details in Sec. 18), and in the case $g = 2$ we obtain the structure of a 2-valued group on Kummer surfaces.

**Example 5.** Let $G$ be a finite group, $\#G = n$. Let $A = G$ act by inner automorphisms

$$g^a = a^{-1} ga, \quad g \in G, \quad a \in A.$$

In this way we obtain the homomorphism $\varphi: A \rightarrow \text{Aut} G$ and a structure of an $n$-valued group on the set $X = G/\varphi(A)$ of conjugacy classes of the group $G$.

The first nontrivial example here is the coset group of the pair $(G, G)$, where $G = \Sigma_3$. We make use of the standard notation for conjugacy classes of the symmetric group $\Sigma_n$ in terms of partitions of $n$.

For $n = 3$, we have $X = \{e = (1^3), x_1 = (21), x_2 = (3)\} = \{e, x_1, x_2\}$, which yields a 6-valued group structure on $X$, with the multiplication

$$x_1 * x_1 = [e, e, e, x_1, x_1, x_1],$$

$$x_1 * x_2 = x_2 * x_1 = [x_2, x_2, x_2, x_2, x_2, x_2],$$

$$x_2 * x_2 = [e, e, x_1, x_1, x_1, x_1],$$

the unit $e$ and the identity map $\text{inv}$.

Note that this 6-valued group on three elements cannot be reduced to a group of smaller multiplicity.

Note also that the symmetric group $\Sigma_n$ induces, for each $n \geq 2$, on the set of partitions $\{\lambda = (\lambda_1 \geq \cdots \geq \lambda_k > 0), \sum_{i=1}^k \lambda_i = n\}$ of a given number $n$ a structure of $(n!)$-valued group, with $\text{inv}$ being the identity map. A wide class of $n$-valued groups such that $\text{inv}$ is not the identity map is constructed in the next section.

The construction of coset groups in Example 4 leads to the following class of multivalued groups.
Example 6. Let $G$ be a group and let $G_1$ be a finite subgroup in $G$, $\#G_1 = n$. Thus we get the coset group of the pair $(G, \varphi(G_1))$, where $G_1$ acts on $G$ by internal automorphisms. It can happen in this case that the resulting group is less than $n$-valued.

Let, for example, $g \in G$ be an element such that $g \notin Z$, and $g^2 \in Z$, where $Z$ is the center of $G$. Then $g$ generates a subgroup $A$, of order 2, in the group of internal automorphisms of $G$, and we obtain the 2-valued coset group of the pair $(G, A)$.

An important example in this class is given by the group $G = S^3 \simeq Sp(1)$ if one takes for $g$ the purely imaginary quaternion unit $j$. It happens that the quotient space $X$ of the sphere $S^3$ modulo the action of $j$ by an internal automorphism is homeomorphic to the 3-sphere, i.e., we have a ramified covering $\pi: S^3 \rightarrow S^3$ (see [10]). Thus we obtain a nontrivial structure of a 2-valued group on $S^3$.

Example 7. Consider the $n$-fold direct product $G^n$ of a group $G$ by itself. The group $\Sigma_n$ acts on $G^n$ by permuting the factors. Therefore, for any group $G$, the symmetric product $(G)^n$ is endowed with the structure of an $(n!)$-valued coset group.

If $G$ is commutative, with the operation $\mu(g', g'') = g' + g''$, then we have an $(n!)$-valued group homomorphism

$$(\mu)^n: (G)^n \rightarrow G, \quad [g_1, \ldots, g_n] \mapsto g_1 + \cdots + g_n,$$

where $G$ is treated as an $(n!)$-valued group with the diagonal operation $\mu(g', g'') = [g' + g'', \ldots, g' + g'']$. In this way we obtain the $(n!)$-valued group $\text{Ker}(\mu)^n$.

Take a smooth elliptic curve. It equips the torus $T^2$ with a commutative group structure. The construction above produces, for each $n$, a structure of an $(n!)$-valued group on $(T^2)^n$, whence a structure of an $(n!)$-valued group on the complex projective space $\mathbb{C}P^{n-1} = \text{Ker}(\mu)^n: (T^2)^n \rightarrow T^2)$. For $n = 2$, this yields a structure of a 2-valued group on $\mathbb{C}P^1$, which has been already mentioned in Example 4, and will be described explicitly in Sec. 18.

8. $n$-Valued Deformations of a Finite Group

In this section, we describe a class of $n$-valued groups, which plays an important role both in the theory and applications of $n$-valued groups (see Secs. 9, 19).

Let $G$ be a finite group, $\#G = m$. Denote by $X$ the set of elements of $G$,

$$X = \{x_0 = e, x_1, \ldots, x_{m-1}\}.$$ 

Let $\ell \in \mathbb{N}$ and $k \in \mathbb{Z}_+$. Set $n = \ell + k(m - 1)$ and $X^0 = X\setminus e$. Using the group operation $x_i x_j \in G$, define the multiplication

$$x_i \ast x_j = [x_i x_j, \ldots, x_i x_j, X^0, \ldots, X^0], \quad i, j \neq 0.$$

Lemma 4. The multiplication $\ast$ gives an $n$-valued group on $X$, with unit $e$ and $\text{inv}(x_j) = x_j^{-1}$ if and only if $k = 0$ or $m < 4$.

Denote this $n$-valued group by $X(G, \ell, k)$ and call it the $n$-valued deformation of $G$.

Clearly, $X(G, 1, 0) = G$. Also note that $X(G, r\ell, rk)$ is obtained from $X(G, \ell, k)$ by means of the diagonal map $(D)^r$. 
For example, $X(\mathbb{Z}_3, 1, 1)$ is the 3-valued coset group of the pair $(\mathbb{Z}_7, A)$. Here $A$ is generated by multiplication by 2 on $\mathbb{Z}_7$ and $\#A = 3$.

Every $n$-valued group on the set $X = \{x_0 = e, x_1\}$ has the form $X(\mathbb{Z}_2, l, k)$, where $l + k = n$.

In papers [28] and [29] (see also [30]), the notion of linear deformation of a discrete group that leads to multivalued groups has been introduced. The construction of such deformations makes use of differential-geometric properties of the variety of associative algebra structures on a given vector space, with a distinguished basis.

9. A Family of Non-Coset Groups

Consider the $(2k + 1)$-valued group $X(\mathbb{Z}_3, 1, k)$. The multiplication is given by the formulas

$$x_1 * x_1 = [x_1, \ldots, x_1, x_2, \ldots, x_2],$$

$$x_1 * x_2 = x_2 * x_1 = [e, x_1, \ldots, x_1, x_2, \ldots, x_2],$$

$$x_2 * x_2 = [x_1, \ldots, x_1, x_2, \ldots, x_2].$$

**Theorem 3** (see [20]). Suppose that $4k + 3 = pq$, where $q$ and $p$ are prime numbers, $q > p$. Then the $(2k + 1)$-valued group $X(\mathbb{Z}_3, 1, k)$ is non-coset.

Note that any pair of twin primes, like (3, 5), (5, 7), (11, 13), (17, 19), ..., defines a non-coset group in our family.

**Proof.** Suppose $X(\mathbb{Z}_3, 1, k) = G/A$ with $\#A = 2k + 1$. Since the $(2k + 1)$-multiset $x_1 * x_1$, $i = 1, 2$, does not contain $e$, the orbit $\pi^{-1}(x_i)$ does not contain simultaneously $g$ and $g^{-1}$ for all $g \in G \setminus e$. Since the $(2k + 1)$-multiset $x_1 * x_2$ contains only one $e$, all elements of the orbit $\pi^{-1}(x_i)$ have multiplicity one. Thus

$$\#G = 1 + (2k + 1) + (2k + 1) = 4k + 3 = pq.$$

Since $q > p$, the $q$-subgroup of $G$, by the Sylow theorem, is normal and invariant with respect to all automorphisms of $G$.

Thus, $q - 1 = 2k + 1$, which implies that $q$ is even. We obtain a contradiction. □

**Theorem 4** (S. Evdokimov, 2005). The $(2k + 1)$-valued group $X(\mathbb{Z}_3, 1, k)$ is a coset group if and only if $4k + 3 = p^*$, where $p$ is a prime number.

10. Multivalued Groups on Sets of Irreducible Unitary Representations of Groups

Let $G$ be a finite group, $\#G = m$ and let $\rho_0, \rho_1, \ldots, \rho_k$ be the set of all its irreducible unitary representations, where $\rho_0$ is the trivial one-dimensional representation. Consider the decomposition of tensor products of irreducible representations in direct sums of irreducible representations,

$$\rho_i \otimes \rho_j = \rho_0 \rho_{ij} = \sum_{l=0}^{k} a_{ij}^l \rho_l,$$
where \(a_{ij}^l\) is the multiplicity of the representation \(\rho_l\) in the product \(\rho_i \rho_j\). We have 
\(a_{ij}^l = a_{ji}^l\), and, as the classical theory implies, \(a_{ij}^0 = 1\) if \(\rho_j = \bar{\rho}_i\) and \(a_{ij}^0 = 0\) otherwise.

Let \(d_l\) denote the dimension of \(\rho_l\). Denote by \(n\) the least common multiple (LCM) of \(d_i d_j\), \(0 \leq i \leq j \leq k\), and introduce the set of integers

\[
m_{ij}^l = na_{ij}^l \frac{d_l}{d_i d_j}.
\]

By construction, for all \(i, j\), where \(0 \leq i, j \leq k\), we have

\[
\sum_{l=0}^k m_{ij}^l = n.
\]

Set \(x_l = \frac{1}{d_l} \rho_l\) and consider the set \(X = \{x_0, \ldots, x_k\}\).

**Theorem 5.** The tensor product of representations defines on \(X\) a structure of an \(n\)-valued group with the product \(\mu: X \times X \to (X)^n\), where \(\mu(x_i, x_j) = x_i \ast x_j\) is the \(n\)-multiset containing the element \(x_l\) with the multiplicity \(m_{ij}^l\), the element \(x_0\) is the unit, and the inverse \(\text{inv}: X \to X\) is given by the complex conjugation map, i.e., \(\text{inv}(x_l) = \bar{x}_l\), where \(\bar{x}_l = \frac{1}{n} \rho_l\).

**Example.** \(G = \Sigma_3\). There are irreducible representations \(\rho_0, \rho_1, \rho_2\), of dimensions \(d_0 = 1, d_1 = 1,\) and \(d_2 = 2\), respectively, with the tensor product table

\[
\rho_0 \rho_l = \rho_l, \quad l = 0, 1, 2, \quad \rho_1^2 = \rho_0, \quad \rho_1 \rho_2 = \rho_2, \quad \rho_2^2 = \rho_0 \oplus \rho_1 \oplus \rho_2.
\]

Therefore, \(n = d_2^2 = 4\), and we obtain on the set \(X = \{x_0 = \rho_0, x_1 = \rho_1, x_2 = \frac{1}{2} \rho_2\}\) a 4-valued group with the multiplication

\[
x_1 \ast x_1 = [x_0, x_0, x_0, x_0], \quad x_1 \ast x_2 = [x_2, x_2, x_2, x_2], \quad x_2 \ast x_2 = [x_0, x_1, x_2, x_2],
\]

the unit \(e = x_0\), and the identity map \(\text{inv}\).

Note that in this case the 4-valued group structure cannot be replaced by a less valued structure.

It is well known that associating to each irreducible representation \(\rho_l\) its character \(\chi(\rho_l)\), one can identify the set of irreducible representations of a group \(G\) with the set of conjugacy classes of \(G\). The classical theory implies the following statement.

Let \(\rho_\lambda\) be an irreducible unitary representation of the symmetric group \(\Sigma_n\) corresponding to the partition \(\lambda = (\lambda_1 \geq \cdots \geq \lambda_k > 0)\), \(\sum_{i=1}^k \lambda_i = n\) of \(n\). Then the dimension of \(\rho_\lambda\) is

\[
d_\lambda = \frac{n!}{l(\lambda)!} \Delta(l(\lambda)),
\]

where \(l(\lambda) = (l_1, \ldots, l_k)\), \(l_i = \lambda_i + k - i, \ i = 1, \ldots, k\), \(l(\lambda)! = l_1! \cdots l_k!\), and \(\Delta(l(\lambda)) = \prod_{i < j} (l_i - l_j)\).

Hence the tensor product of irreducible representations of the group \(\Sigma_n\) endows the set \(\{\lambda = (\lambda_1 \geq \cdots \geq \lambda_k > 0), \sum_{i=1}^k \lambda_i = n\}\) with a structure of an \(m\)-valued group, where \(m = \text{LCM}\{d_\lambda d_\mu\}\).
In the case of a commutative group $G$, the identification of irreducible unitary representations with the conjugacy classes of $G$ corresponds to the Pontryagin duality. For a general finite group $G$, with $\#G = m$, we obtain on these isomorphic sets structures of two distinct multivalued groups (one being $n$-valued, the other one $m$-valued, where $n = \text{LCM}\{d, d_i\}$). For example, for $G = \Sigma_3$ one has $m = 6$ and $n = 4$.

This construction forms a base of the construction of a dual multivalued group for a given noncommutative finite group, see [8].

To give a flavor of what does the same construction produce for compact Lie groups, consider the case $G = SU(2)$.

Here is the list of all its unitary irreducible representations: $\rho_{2l+1}, l = 0, \frac{1}{2}, 1, \ldots$, $\frac{s}{2}, \ldots$, where $\dim \rho_{2l+1} = 2l + 1$. The character of the representation $\rho_{2l+1}$ is

$$\chi_{2l+1} = \sum_{k=-l}^{l} \exp(-ikt), \quad l = 0, \frac{1}{2}, 1, \ldots, \frac{s}{2}, \ldots.$$  

The knowledge of the characters yields

$$\rho_{2l+1} \rho_{2l_2+1} = \sum_{k=[l_1, -l_2]}^{l_1 + l_2} \rho_{2k+1}.$$  

There are the Adams operators $\Psi^k$ on the ring of virtual representations of any group $G$. The following formula describes the characteristic property of this operators:

$$\chi(\Psi^k(\theta))g = \chi(\theta)g^k, \quad g \in G,$$

where $\chi(\theta)$ is the character of a representation $\theta: G \to \text{GL}(n, \mathbb{C})$ (see [1]).

Applying successively the Adams operators $\Psi^k, k = 1, 2, \ldots$, where $\Psi^1$ is the identity operator, let us introduce the sequence of virtual representations $\psi_k = \Psi^k \rho_2, k = 1, 2, \ldots$, and set $\psi_0 = \rho_1$. We have $\chi(\psi_k) = \exp(i\frac{k}{2}t) + \exp(-i\frac{k}{2}t)$.

Therefore, $\psi_1 = \rho_2$ and $\psi_k = \rho_{k+1} - \rho_{k-1}, k > 1$. Note that $\dim \psi_0 = 1$ and $\dim \psi_k = (k + 1) - (k - 1) = 2, k \geq 1$. Put $x_0 = \psi_0, x_k = \frac{1}{2} \psi_k, k = 1, 2, \ldots,$ and consider the set $X = (x_0, x_1, \ldots, x_k, \ldots)$.

**Lemma 5.** The tensor product of irreducible representations of the group $SU(2)$ endows $X$ with the multiplication $\mu(x_k, x_m) = [x_{k+m}, x_{k-m}]$ with the unit $x_0$ and the identity map $\text{inv}$, whence a structure of a 2-valued group isomorphic to the 2-valued group $\mathbb{Z}_2$.

For a general compact Lie group $G$, we obtain an $n$-valued group, where $n$ is the order of the Weyl group of $G$.

11. INVOLUTIVE AND SINGLEY GENERATED MULTIVALUED GROUPS

Let $x, y$ and $z$ be elements of some $n$-valued group. Denote by $m_{x,y}^z$ the multiplicity of $z$ in the multiset $x \ast y$. For example, $m_{x,e}^z = n$, where $e$ is the unit of the group.

**Definition.** A multivalued group $X = (X, \ast, e, \text{inv})$ is said to be *involutive* if the map $\text{inv}: X \to X$ is an involution satisfying the following conditions:
(1) \( m_{x,y}^e \neq 0 \) if and only if \( y = \text{inv} x \);
(2) \( m(x) = m(\text{inv} x) \), where \( m(x) = m_{x,\text{inv} x}^e \).

Note that the condition (1) implies that the map \( \text{inv} \), for a given multivalued multiplication, is unique, whence
\[
\text{inv}(x \ast y) = (\text{inv} y) \ast (\text{inv} x).
\]

Coset and double coset groups are examples of multivalued involutive groups. The multivalued groups \( X(G, l, k) \) (see Sec. 8) also are involutive. The multivalued group on the set of irreducible unitary representations of a finite group (see the previous section) also is involutive. On the other hand, examples of \( n \)-valued groups that are not involutive also are known (see [11]).

**Definition.** A multivalued group \( X = (X, \ast, e, \text{inv}) \) is said to be **singly generated** if there is an element \( x \in X \) such that each element \( y \in X \) belongs to the multiset \( x^k = x \ast \cdots \ast x \) for some \( k > 1 \).

For ordinary groups, the only singly generated group are \( \mathbb{Z} \) and its quotients, the cyclic groups \( \mathbb{Z}_m \). The variety of singly generated multivalued groups is much wider.

Singly generated multivalued groups define integrable multivalued dynamical systems with discrete time, in terms of [27]. Lately, these dynamical systems are extensively studied, hence the problem of constructing singly generated multivalued groups and their action on spaces is an actual one.

Recall the Burnside theorem (see [21]):

*Let \( \rho \) be an irreducible faithful representation of a finite group \( G \). Then each irreducible representation of \( G \) enters the decomposition of a power \( \rho^k = \rho \otimes \cdots \otimes \rho \) into the sum of irreducible summands, for some \( k \).*

Due to the Burnside theorem, the following result yields a large family of singly generated multivalued groups.

**Corollary 1.** If a finite group \( G \) possesses a faithful irreducible representation, then the multivalued group on the set of its irreducible representations is singly generated.

For example, for \( G = \Sigma_3 \) the 2-dimensional irreducible representation \( \rho_2 \) is faithful, and the 4-valued group on \( X = (e, x_1, x_2) \) described above is singly generated, namely, \( x_2 \ast x_2 = (e, x_1, x_2, x_2) \).

The symmetric group \( \Sigma_n, n \geq 2 \), has an irreducible faithful representation \( \rho_{\lambda} \), \( \lambda = (n-1, 1) \), of dimension \( (n-1) \). Hence the \( m \)-valued group on the set of unitary representations of the group \( \Sigma_n \), described above is singly generated.

In Sec. 19, we give a new definition of integrability of multivalued dynamics with discrete time taking action of multivalued groups for the base. The motivation for these results is based on the results in [13].

12. **Formal 2-Valued Groups**

The material of Secs. 12–17 is based on the author’s results about classification of one-dimensional formal 2-valued groups over \( \mathbb{Q} \)-rings (see [4], [5]). Using the
method of generalized shift operators developed in these papers, A. N. Kholodov obtained in [24] a classification of multidimensional formal 2-valued groups over \( \mathbb{Q} \)-rings. Note also that the author constructed a universal formal 2-valued group having important applications in the theory of cobordisms of manifolds endowed with a symplectic (\( Sp(N) \)) structure in the stable tangent bundle. This result requires development of methods of homological algebra.

The problem of classification of algebraic manifolds equipped with an \( n \)-valued group structure is closely related to several urgent problems of algebraic geometry and the theory of integrable systems (see [7], [6]).

In Secs. 12–17, we work over the field of complex numbers and our main goal is to attract the attention of experts in algebraic geometry, the theory of integrable systems and singularity theory.

Consider the equation
\[
z^2 - \Theta_1(x, y)z + \Theta_2(x, y) = 0
\]
with respect to \( z \), where \( \Theta_1(x, y) \) and \( \Theta_2(x, y) \) are formal series in \( (x, y) \) near \( (0, 0) \in \mathbb{C} \times \mathbb{C} \).

Suppose:
1. \( \Theta_1(x, 0) = 2x \) and \( \Theta_2(x, 0) = x^2 \).
2. There exists a series \( \varphi(x) \) such that \( \Theta_2(x, \varphi(x)) = 0 \).
3. Let \( z_+(x, y) \) and \( z_-(x, y) \) be symbols such that
\[
z_+(x, y) + z_-(x, y) = \Theta_1(x, y), \quad z_+(x, y) \cdot z_-(x, y) = \Theta_2(x, y).
\]

Then for any symmetric formal series \( \Phi(t_1, t_2) = \Phi(t_2, t_1) = \hat{\Phi}(t_1 + t_2, t_1t_2) \) we can define \( \Phi(z_+(x, y), z_-(x, y)) \).

Set \( X_\pm = z_\pm(u, v) \) and \( Y_\pm = z_\pm(v, w) \).

The following equalities of formal series in \( u, v, w \) hold:
\[
\Theta_1(u, Y_+) + \Theta_1(u, Y_-) = \Theta_1(X_+, w) + \Theta_1(X_-, w);
\]
\[
\Theta_2(u, Y_+) + \Theta_2(u, Y_-) + \Theta_1(u, Y_+)\Theta_1(u, Y_-) =
\quad = \Theta_2(X_+, w) + \Theta_2(X_-, w) + \Theta_1(X_+, w)\Theta_1(X_-, w);
\]
\[
\Theta_2(u, Y_+)\Theta_1(u, Y_-) + \Theta_1(u, Y_+)\Theta_2(u, Y_-) =
\quad = \Theta_2(X_+, w)\Theta_1(X_-, w) + \Theta_1(X_+, w)\Theta_2(X_-, w);
\]
\[
\Theta_2(u, Y_+)\Theta_2(u, Y_-) = \Theta_2(X_+, w)\Theta_2(X_-, w).
\]

**Definition.** When the conditions (1)–(3) are satisfied, we say that the equation
\[
z^2 - \Theta_1(x, y)z + \Theta_2(x, y) = 0
\]
defines a **formal 2-valued group law on** \( \mathbb{C} \).
13. Relation to the Classical Formal Group Law

The direct problem. Suppose that the equation

\[ z - F(x, y) = 0, \]

where \( F(x, y) \) is a formal series, defines a classical formal group law.

This means that the series \( F(x, y) \) satisfies the conditions:
1. \( F(x, 0) = x. \)
2. \( F(x, F(y, z)) = F(F(x, y), z). \)

Then the equation

\[ z^2 - 2F(x, y)z + F(x, y)^2 = 0 \]
defines a formal 2-valued group law on \( \mathbb{C} \).

The back problem. Suppose the equation

\[ z^2 - \Theta_1(x, y)z + \Theta_2(x, y) = 0 \quad (\ast) \]
defines a formal 2-valued group law on \( \mathbb{C} \).

**Theorem 6.** If the series \( z = F(x, y) \) is a solution of \((\ast)\) satisfying the condition \( F(x, 0) = x \), then

\[ \Theta_1(x, y) = 2F(x, y), \quad \Theta_2(x, y) = F(x, y)^2, \]

and the equation

\[ z - F(x, y) = 0 \]
defines the classical formal group law.

14. The Type of a 2-Valued Group

Consider the 2-valued group law

\[ z^2 - \Theta_1(x, y)z + \Theta_2(x, y) = 0. \]

Using the axioms (1) and (3), we derive from the definition of formal 2-valued groups the following important fact:

**Lemma 6.** \( \frac{\partial^2 \Theta_2(x, y)}{\partial x \partial y} \bigg|_{(0,0)} = \pm 2. \)

**Definition.** A formal 2-valued group is called a first type group when

\[ \frac{\partial^2 \Theta_2(x, y)}{\partial x \partial y} \bigg|_{(0,0)} = -2; \]

and is called a second type group otherwise.

**Definition.** The **elementary 2-valued group of the first type** is defined by the equation:

\[ z^2 - 2(x + y)z + (x - y)^2 = 0. \]

It is precisely the equation \( p_2 = e_1^2 - 4e_2 = 0 \) with the solutions

\[ z_{\pm}(x, y) = (\sqrt{x} \pm \sqrt{y})^2. \]
The elementary 2-valued group of the second type is defined by the equation:

\[(z - (x + y))^2 = 0.\]

15. The Strong Isomorphism

Consider the 2-valued group laws

\[z^2 - \Theta_1(x, y)z + \Theta_2(x, y) = 0, \quad (A)\]
\[z^2 - \hat{\Theta}_1(x, y)z + \hat{\Theta}_2(x, y) = 0. \quad (B)\]

**Definition.** The group laws (A) and (B) are strongly isomorphic if there exists a power series

\[\psi(x) = x(1 + O(x))\]

(a regular change of coordinate) such that

\[z_\pm(x, y) = \psi^{-1}(\hat{z}_\pm(\psi(x), \psi(y))),\]

where \(\psi^{-1}(\psi(x)) = x\).

**Lemma 7.** Strong isomorphism preserves the type.

Note that an irregular coordinate change

\[\Psi(x) = x^2(1 + O(x))\]

takes a first type group law to a group law of the second type.

16. The Exponent and the Logarithm of a 2-Valued Group

**Definition.** The series

\[\psi(x) = x(1 + O(x))\]

defining a strong isomorphism of a 2-valued group with the elementary group is called the logarithm of the group.

The inverse series

\[\psi^{-1}(x) = x(1 + O(x)),\]

that is \(\psi^{-1}(\psi(x)) = x\), is called the exponent of the group.

An application of the techniques of generalized shift operators allows one to obtain the following result:

**Theorem 7.** Each 2-valued formal group on \(\mathbb{C}\) has the logarithm.

**Sketch of a proof.** (For details see [5].)

Consider the differential operator

\[D_x = \alpha_1(x) \frac{d}{dx} + \alpha_2(x) \frac{d^2}{dx^2},\]

where \(\alpha_1(x), \alpha_2(x) \in \mathbb{C}[[x]]\) and \(\alpha_1(0) = 1, \alpha_2(0) = 0.\)
Lemma 8. Let \( \varphi(x) \in \mathbb{C}[[x]] \). Then the problems
\[
\begin{align*}
D_x u(x, y) &= D_y u(x, y), \\
u(x, 0) &= \varphi(x) \quad \text{and} \quad D_x u(x) = 1, \\
u(0) &= 0
\end{align*}
\]
have solutions in formal series
\[
\begin{align*}
u(x, y) &\in \mathbb{C}[[x, y]] \quad \text{and} \quad u(x) \in \mathbb{C}[[x]],
\end{align*}
\]
respectively, if and only if the number \(-\frac{1}{\alpha_2'(0)}\) is not an integer. Moreover, the solutions are uniquely determined by the initial conditions \(u(x, 0) = \varphi(x)\) and \(u(0) = 0\), respectively.

Pay attention to the fact that both problems are set for a differential operator of the second order whose coefficient of the second derivative vanishes at \(x = 0\).

17. Generalized Shift

Suppose \(-\frac{1}{\alpha_2'(0)} \notin \mathbb{N}\). Then the linear map
\[
T_y^x : \mathbb{C}[[x]] \to \mathbb{C}[[x, y]]
\]
is defined by the formula \(T_y^x \varphi(x) = u(x, y)\), where the series \(u(x, y)\) is the solution of the problem
\[
\begin{align*}
D_x u(x, y) &= D_y u(x, y), \\
u(x, 0) &= \varphi(x).
\end{align*}
\]

Lemma 9. The operator \(T_y^x\) is a generalized shift, that is:

1. the operator \(T_y^0\) is identity;
2. the operator
\[
T_y^z T_y^x - T_y^x T_z^y : \mathbb{C}[[x]] \to \mathbb{C}[[x, y, z]]
\]
is zero (associativity condition).

Consider the equation
\[
z^2 - \Theta_1(x, y)z + \Theta_2(x, y) = 0. \quad (\star)
\]

It follows from the axioms of 2-valued group that for (\(\star\) to define a 2-valued group it is necessary that
\[
\begin{align*}
\Theta_1(x, y) &= 2(x + y) + \text{higher terms}, \\
\Theta_2(x, y) &= (x \pm y)^2 + \text{higher terms}.
\end{align*}
\]

Define formal series \(P_k(x, y)\), \(k = 0, 1, \ldots\), by the generating function
\[
\sum_{k \geq 0} P_k(x, y) \frac{t^{k+1}}{k+1} = \frac{2t - \Theta_1(x, y)}{2(t^2 - \Theta_1(x, y)t + \Theta_2(x, y))}.
\]

Introduce a linear map
\[
L_y^x : \mathbb{C}[[x]] \to \mathbb{C}[[x, y]]
\]
by the formula \(L_y^x = P_k(x, y)\).
Take the differential operator $D_x$ with $\alpha_1(x) = \phi_1(x)/2$ and $\alpha_2(x) = \phi_2(x)/8$, where
\[
\phi_1(x) = \frac{\partial \Theta_1(x, y)}{\partial y} \bigg|_{y=0},
\]
\[
\phi_2(x) = \frac{\partial \sigma(x, y)}{\partial y} \bigg|_{y=0},
\]
where $\sigma(x, y) = \Theta_1(x, y)^2 - 4\Theta_2(x, y)$ is the discriminant of the equation $(\ast)$. By the above necessary conditions, we have
\[
\alpha_1(0) = 1, \quad \alpha_2(0) = 0,
\]
\[
\alpha'_2(0) = \begin{cases} 2, & \text{first type}, \\ 0, & \text{second type}. \end{cases}
\]
Thus the generalized shift $T^y_x$ is well defined, by means of this $D_x$.

**Theorem 8.** If
\[
\Theta_1(x, y) = 2(x + y) + \text{higher terms},
\]
\[
\Theta_2(x, y) = (x \pm y)^2 + \text{higher terms},
\]
then $z^2 - \Theta_1(x, y)z + \Theta_2(x, y) = 0$ defines a 2-valued group if and only if
\[
L^y_x x^k = T^y_x x^k
\]
for $k = 1, 2, 3, 4$.

Consider the first type 2-valued group law
\[
z^2 - \Theta_1(x, y)z + \Theta_2(x, y) = 0.
\]

**Lemma 10.**
\[
\phi_2(x) = 8 \int_0^x \phi_1(t) \, dt,
\]
and $\phi_2(0) = 0$, $\phi'_2(0) = 16$.

Introduce $\Phi(x) = \frac{\phi_2(x)}{16x} = 1 + O(x)$.

**Theorem 9.** The formula
\[
\psi(x) = \left( \int_0^x \frac{dt}{\sqrt{\Phi(t^2)}} \right)^2
\]
defines the series $\psi(x) = x(1 + O(x))$ such that
\[
D\psi(x) = 1.
\]

The series $\psi(x)$ is the logarithm.

Consider the second type 2-valued group law
\[
z^2 - \Theta_1(x, y)z + \Theta_2(x, y) = 0.
\]
Theorem 10. The formula
\[ \psi(x) = 2 \int_0^x \frac{dt}{\phi_1(t)} \]
defines the series \( \psi(x) = x(1 + O(x)) \) such that
\[ D \psi(x) = 1. \]
The series \( \psi(x) \) is the logarithm.

18. Algebraic 2-Valued Group Structures on \( \mathbb{C} \) and \( \mathbb{C}P^1 \)

Consider the series \( \varphi(x) = -\frac{1}{\wp(\sqrt{-x}; g_2, g_3)} = x(1 + O(x)) \),
where \( \wp(z; g_2, g_3) \) is the Weierstrass elliptic function with the invariants \( g_2 \) and \( g_3 \).

Theorem 11 (see [14]). The series \( \varphi(x) \) is the exponent of the 2-valued group on \( \mathbb{C} \) defined by the equation
\[ (x + y + z + \frac{g_2}{4}xyz)^2 - (4 + g_3xyz)(xy + yz + zx) = 0. \]

In homogeneous coordinates, we obtain, by Theorem 10, the following result in [10]:

Theorem 12. The map \( \mu: \mathbb{C}P^1 \times \mathbb{C}P^1 \to \mathbb{C}P^2 \) defined by
\[ \mu((x_0 : x_1), (y_0 : y_1)) = ((x_0y_0 - k^2x_1y_1)^2 : -2((x_0y_1 + x_1y_0)(x_0y_0 + k^2x_1y_1) - 4\delta x_0y_0x_1y_1) : (x_1y_0 - x_0y_1)^2) \]
defines a 2-valued group structure on \( \mathbb{C}P^1 \) if and only if \( k(k^2 - \delta^2) \neq 0 \).

Note that in [11], a classification of all algebraic 2-valued group structures on \( \mathbb{C}P^1 \) is obtained.

19. Actions and Integrable \( n \)-Valued Dynamics

Definition. An \( n \)-valued group \( X \) acts on a space \( Y \) if there is a mapping
\[ \phi: X \times Y \to (Y)^n, \]
also denoted \( x \circ y = \phi(x, y) \), such that the two \( n \)-multisets of \( Y \)
\[ x_1 \circ (x_2 \circ y) \quad \text{and} \quad (x_1 \star x_2) \circ y \]
are equal for all \( x_1, x_2 \in X \) and \( y \in Y \); and also
\[ e \circ y = [y, y, \ldots, y] \]
for all \( y \in Y \).
Example. An $n$-valued group $X$ acts on itself by left shifts,

$$\varphi_l(x, y) = x \ast y,$$

and an involutive group acts on itself also by right shifts:

$$\varphi_r(x, y) = y \ast \text{inv}(x).$$

It is well known that treating an action of a group $G$ on a space $V$ as a dynamical system leads to fruitful investigations in ergodic theory and geometry. Among the directions of these investigations, the study of dynamical systems with discrete time whose evolution is described by a map of $V$ into itself plays a distinguished role. It is natural to apply the theory of $n$-valued groups to multivalued analogues of these systems.

Definition. An $n$-valued dynamics $T$ with discrete time on a space $Y$ is a continuous map $T: Y \to (Y)^n$.

Thus, if we consider $Y$ as a space of states, then an $n$-valued dynamics $T: Y \to (Y)^n$ determines possible states $T(y) = [y_1, \ldots, y_n]$ at the moment $(t + 1)$ as functions of the state $y$ of the system at the moment $t$.

Definition. An $n$-valued dynamics $T$ with discrete time on a space $Y$ is said to be integrable by means of an $n$-valued group $X$ with a single generator $a$ if the embedding $i: Y \to X \times Y$, $i(y) = (a, y)$, extends to an action $\varphi$ of the $n$-valued group $X$ on $Y$, i.e., the triangle

$$Y \xrightarrow{T} (Y)^n \xleftarrow{\varphi} X \times Y$$

is commutative.

A large class of $n$-valued dynamics integrable in the sense of the previous definition is produced by the following construction of $n$-valued dynamics on a triangulation of a manifold:

Let $M^n$ be a closed manifold. Pick a triangulation of $M^n$ and take for $Y$ the set of all $n$-dimensional simplices of this triangulation. Define the $n$-valued dynamics $T: Y \to (Y)^{n+1}$ which associates to an $n$-dimensional simplex $\sigma^n$ the set of $n$-dimensional simplices $T\sigma^n = [\sigma_1^n, \ldots, \sigma_{n+1}^n]$, $\sigma_i^n \neq \sigma^n$, $i = 1, \ldots, n + 1$, having a nonempty intersection with $\sigma^n$ (the set of all its neighbors).

Example. Pick the triangulation of the $n$-dimensional sphere $S^n$ as the boundary of an $(n + 1)$-dimensional simplex. There are $(n + 2)$ simplices of dimension $n$ in this triangulation, i.e., $Y$ consists of $(n + 2)$ points. A direct verification shows that the corresponding dynamics $T: Y \to (Y)^{n+1}$ is integrable by means of the singly generated group $X(\mathbb{Z}_2, 1, n)$ (see Sec. 8).

We devote further papers to the study of triangulations of $M^n$ in terms of this $(n + 1)$-valued dynamics.
20. The Coset and Double Coset Constructions of the Actions

Let $G$ be a certain (ordinary) group and let $A$ be a finite group of automorphisms of $G$, $\#A = n$. Suppose that $G$ and $A$ act on some space $V$ in such a way that

$$a(g(v)) = a(g)(a(v)),$$

where $a \in A$, $g \in G$, $v \in V$.

In other words: the action of $G$ on $V$ is equivariant with respect to the action of $A$ on $V$ and the diagonal action of $A$ on $G \times V$.

Take for $X$ the coset group $G/A$ and take for $Y$ the space of orbits $V/A$. Then there is a natural action of the $n$-valued group $X$ on the space $Y$.

Let $G$ be a group and let $H \subset G$ be a subgroup, $\#H = n$. Suppose $G$ acts on a space $V$. Take for $X$ the double coset group $H \setminus G/H$ and take for $Y$ the space of orbits $V/H$. Then $X$ acts on $Y$ according to the formula

$$\{HgH\}\{Hv\} = [H(gh)v : h \in H].$$

Definition. A representation of an $n$-valued group $X$ in an algebra $L$ is a map

$$\rho: X \rightarrow L$$

such that $\rho(e) = 1$ and

$$\text{Av} \rho(x * y) = \rho(x) \rho(y),$$

where $\text{Av} \rho(x * y)$ denotes the average value of $\rho$ on the set $x * y = [z_1, \ldots, z_n]$, i.e.

$$\text{Av} \rho(x * y) = \frac{1}{n} \sum_{i=1}^{n} \rho(z_i).$$

Example. Let $P(S^1)$ be the algebra of trigonometric polynomials on the circle and let $L \subset P(S^1)$ be the subalgebra of even polynomials, with the additive basis $\{\cos k\theta, k \geq 0\}$. Then the map

$$\rho: \mathbb{Z}_+ \rightarrow L, \quad \rho(k) = \cos k\theta$$

defines a representation of the 2-valued group $\mathbb{Z}_+$ in $L$, i.e.,

$$\rho(k) \rho(l) = \text{Av} \rho(k * l).$$

An important special case is when $L$ is the algebra of endomorphisms of a vector space $V$. In this case one has a linear representation of multivalued group $X$.

Let $\varphi: X \times Y \rightarrow (Y)^n$ be an action of the $n$-valued group $X$ on $Y$. Consider the vector space $V = \mathbb{C}(Y)$ over $\mathbb{C}$ spanned by $Y$. Recall that if $Y$ is an infinite set, then the vectors in $\mathbb{C}(Y)$ are linear combinations of finitely many points in $Y$. Then the linear representation

$$\rho: X \rightarrow \text{End}(V),$$

such that the linear operator $\rho(x)$ acts on the basic vectors $y \in Y$ according to the rule

$$\rho(x)y = \frac{1}{n}(y_1 + \cdots + y_n),$$

where $\varphi(x, y) = x \circ y = [y_1, \ldots, y_n]$, is well defined.
Definition. The group algebra of an $n$-valued group $X$ is the vector space $\mathbb{C}(X)$ endowed with the multiplication that has the following form on the basic vectors $x \in X$:

$$x_1 x_2 = \frac{1}{n}(z_1 + \cdots + z_n),$$

where $x_1 \ast x_2 = [z_1, \ldots, z_n]$.

A direct verification shows that this multiplication defines on $\mathbb{C}(X)$ the structure of an algebra. By construction, the obvious embedding

$$\rho_X : X \hookrightarrow \mathbb{C}(X)$$

is a representation. Similarly to the case of ordinary groups, any representation $\rho : X \rightarrow L$ of an $n$-valued group to a $\mathbb{C}$-algebra $L$ can be extended to an algebra homomorphism $\mathbb{C}(X) \rightarrow L$.

Let $X = G/A$ be the coset group of a pair $(G, A)$. Then the group algebra $\mathbb{C}(X)$ is isomorphic to the subalgebra of $A$-invariants in the group algebra $\mathbb{C}(G)$ of the ordinary group $G$.

Let $X$ be a multivalued group on the set of irreducible unitary representation of a group $G$ (see Sec. 10). Then the group algebra $\mathbb{C}(X)$ is isomorphic to the classical ring $\mathcal{R}(G)$ of unitary representations of $G$.

In [20], it is shown that the class of group algebras of involutive multivalued groups is isomorphic to the class of so-called combinatorial algebras, which plays an important role in algebraic combinatorics and the theory of algebra duality (see [2]).

21. Algebraic Action, Multivalued Dynamics and Representations on Graphs

For a given action

$$\varphi : X \times Y \rightarrow (Y)^n,$$

define $\Gamma_x$, the graph of the action of an arbitrary element $x \in X$, as the subset of $Y \times Y$, which consists of the pairs $(y_1, y_2)$ such that $y_2 \in \varphi(x, y_1)$.

Definition. The action of an $n$-valued group $X$ on an algebraic variety $M$ is called algebraic if the action of any element of $X$ is determined by an algebraic correspondence, i.e., its graph is an algebraic subset in $M \times M$.

Any equation $T(x, y) = 0$, where $T$ is an order $n$ polynomial in $y$, defines an $n$-valued map (or a multivalued dynamics) $\mathbb{C} \rightarrow (\mathbb{C})^n$ under which $x$ is taken to the set of roots $[y_1, y_2, \ldots, y_n]$ of $T(x, y)$. In the general case, the number of different images of a point grows exponentially with the number of iterations of the map. In exceptional cases, the growth is polynomial. For example, for any fixed $y$ every polynomial $p_n(z; x, y)$ (see Sec. 5) defines an $n$-valued dynamic

$$p_n(\cdot; \cdot, y) : \mathbb{C} \rightarrow (\mathbb{C})^n, x \mapsto [z_1, \ldots, z_n],$$

where the growth is polynomial.

The polynomial (the Euler–Chasles correspondence)

$$T(x, y) = Ax^2y^2 + Bxy(x + y) + C(x^2 + y^2) + Dxy + E(x + y) + F$$

defines the 2-valued dynamics, in which the number of different images after the $k$-th iteration is $k + 1$ rather than $2^k$ as one could expect.
It is known that for the Euler–Chasles correspondence $T(x, y) = 0$ there exists an even elliptic function $f(z)$, of degree 2, such that if $x = f(z)$, then $[y_1, y_2] = [f(z + a), f(z - a)]$ for some $a$.

For each point $a \in E$, where $E$ is an elliptic curve, an action of the group of integers

$$\varphi_a: \mathbb{Z} \times E \longrightarrow E, \quad \varphi_a(k, z) = z + ka$$

(dynamics with discrete time) is well defined. This action commutes with that of the group $\mathbb{Z}_2$ (inverting the sign: $\varepsilon \varphi_a(k, z) = -z - ka = \varphi_a(\varepsilon(k), \varepsilon(z))$), whence a coset action of the 2-valued group $\mathbb{Z}_+ = \mathbb{Z}/\mathbb{Z}_2$ on the quotient space $E/\mathbb{Z}_2 \simeq \mathbb{C}P^1$ is well defined.

This means that the Euler–Chasles correspondence is the projection of the mapping $z \rightarrow z + a$ of the elliptic curve $E$ into itself to the projective line $\mathbb{C}P^1$, where $\mathbb{Z}_2$ is acting on $E$ as $z \rightarrow -z$.

Thus, we have the algebraic action on $\mathbb{C}P^1$ of the two-valued group $\mathbb{Z}_+$ with the multiplication

$$x * y = [x + y, |x - y|].$$

This yields

**Theorem 13.** The Euler–Chasles correspondence defines the 2-valued dynamics

$$T_a: \mathbb{C}P^1 \rightarrow (\mathbb{C}P^1)^2 \simeq \mathbb{C}P^2, \quad a \in E,$$

which is integrable by means of the 2-valued group $\mathbb{Z}_+$.

The following result is obtained in [13] by A. P. Veselov and the present author:

**Theorem 14.** All algebraic actions of the two-valued group $\mathbb{Z}_+$ on $\mathbb{C}P^1$ are generated either by the Euler–Chasles correspondence or by a reducible correspondence.

In some cases it is convenient to represent the graph $\Gamma_x$ of the action $\varphi: X \times Y \rightarrow (Y)^n$ as the graph with the vertices $y \in Y$ and edges connecting the pairs of vertices $(y_1, y_2)$ such that $y_2 \in \varphi(x, y_1)$, i.e., as the graph of the trajectories of the action of an element $x \in X$ on $Y$.

In papers [31], [30], [32] by P. V. Yagodovskiĭ, the theory of representations of $n$-valued groups on graphs is developed. This allowed one to establish a relationship of coset and bicoset multivalued groups with the well-known problem of classification of symmetric and distance transitive graphs, as well as close to the latter distance regular and strictly regular graphs.

### 22. n-HOPF ALGEBRAS AND FROBENIUS n-HOMOMORPHISMS

Associate to a space $X$ the ring of functions $\mathbb{C}[X]$. If there are no additional restrictions, then one may assume that $\mathbb{C}[X]$ is the ring of all continuous complex valued functions on $X$.

For any positive integer $k$, we have the canonical map

$$s_k: \mathbb{C}[X] \rightarrow \mathbb{C}[(X)^k],$$

such that

$$s_k(f)[x_1, \ldots, x_k] = \sum_{i=1}^k f(x_i).$$
Definition. Let $X$ be an $n$-valued group with the multiplication 
\[ \mu: X \times X \to (X)^n. \]

The diagonal map
\[ \Delta: \mathbb{C}[X] \to \mathbb{C}[X \times X] \cong \mathbb{C}[X] \otimes \mathbb{C}[X] \]
is the linear map $\Delta = \frac{1}{n} F$, where
\[ F(f)(x, y) = s_n(f)(\mu(x, y)) = \sum_{i=1}^{n} f(z_i) \]
and $\mu(x, y) = x \ast y = [z_1, \ldots, z_n]$.

It is well known that for $n = 1$ the diagonal map $\Delta$ allows one to introduce a Hopf algebra structure on the ring of functions $\mathbb{C}[X]$. The following statement can be deduced directly from the axioms of multivalued groups.

Lemma 11. The ring of functions $\mathbb{C}[X]$ on an $n$-valued group $X$ is a coalgebra $(\mathbb{C}[X], \Delta, \varepsilon)$, where $\Delta$ is the diagonal map introduced above, and the counit $\varepsilon: \mathbb{C}[X] \to \mathbb{C}$ is induced by the embedding of the unit $e \to X$.

An action $\varphi: X \times Y \to (Y)^n$ of an $n$-valued group $X$ on $Y$ defines on the ring of functions $\mathbb{C}[Y]$ a comodule $(\mathbb{C}[Y], \Delta_Y)$ over the coalgebra $(\mathbb{C}[X], \Delta, \varepsilon)$ structure, where
\[ \Delta_Y: \mathbb{C}[Y] \to \mathbb{C}[X \times Y] \cong \mathbb{C}[X] \otimes \mathbb{C}[Y], \quad \Delta_Y(g)(x, y) = \frac{1}{n} \sum_{i=1}^{n} g(y_i), \]
where $[y_1, \ldots, y_n] = \varphi(x, y)$.

The inv: $X \to X$ map axiom implies that there is a map $\text{inv}^\perp: X \to (X)^{n-1}$ such that the diagram
\[
\begin{array}{ccc}
X & \xrightarrow{d} & X \times X \\
\downarrow{\text{inv}^\perp} & & \downarrow{\mu} \\
(X)^{n-1} & \xleftarrow{i_n} & (X)^n
\end{array}
\]
is commutative; here $i_n[x_1, \ldots, x_{n-1}] = [x_1, \ldots, x_{n-1}, e]$.

This diagram states that the homomorphism $s_n(\cdot)(\mu(x, \text{inv} x)): \mathbb{C}[X] \to \mathbb{C}[X]$ is split into composition of homomorphisms $(\text{inv}^\perp)^* i_n^* s_n(\cdot)$.

If $n = 1$, then this algebraic condition determines the antipode $(\text{inv})^*: \mathbb{C}[X] \to \mathbb{C}[X]$ in the Hopf algebra $\mathbb{C}[X]$.

The multiplication and the comultiplication in a Hopf algebra are related by the fact that the diagonal map is an algebra homomorphism. In papers by E. Rees and the author, a new algebraic notion, that of an ring $n$-homomorphism (see [16]), was introduced and a definition of $n$-Hopf algebra was given in order to characterize this relation in the case of $n$-valued groups. In [10], [17], [11], applications of $n$-Hopf algebras were developed, based on the following generalization of a classical result about Hopf algebras: If $X$ is a topological $n$-valued group, then the ring $\mathbb{C}[X]$
of \(\mathbb{C}\)-valued functions on \(X\) and the cohomology algebra \(H^2(\mathbb{C}; \mathbb{C})\) are \(n\)-Hopf algebras.

As a consequence, one can prove that the spaces \(\mathbb{C}P^m\) for \(m > 1\) do not admit the structure of a 2-valued group. Another important corollary of this result was obtained by T. E. Panov in [26]:

The only (up to homotopy equivalence) simply connected 4-dimensional manifolds admitting a structure of 2-Hopf algebra in the cohomology algebra are \(k\mathbb{C}P^2 \# (6-k)(-\mathbb{C}P^2)\) and \(3(S^2 \times S^2)\). Here \# denotes the connected sum of manifolds, the "-" sign before \(\mathbb{C}P^2\) means the inversion of orientation, and \(lM\) denotes the connected sum of \(l\) copies of a manifold \(M\).

Below we give a simpler, although equivalent to the one above, definition of \(n\)-Hopf algebra, using the notion of Frobenius \(n\)-homomorphism introduced and studied in a series of papers by E. Rees and the author [18], [12], [19].

This notion concerns linear maps of an algebra \(A\) with unit to a commutative algebra \(B\). Consider so-called trace homomorphisms \(f: A \to B\), that is, homomorphisms such that \(f(a_1a_2) = f(a_2a_1)\). For a given \(f\), define the polylinear homomorphisms

\[
\Phi_k(f): \underbrace{A \otimes \cdots \otimes A}_k \to B
\]

(here we make use of tensor products over \(\mathbb{C}\) of \(\mathbb{C}\)-modules) by induction in the following way:

\[
\Phi_1(f) = f,
\]

\[
\Phi_2(f)(a_1, a_2) = f(a_1)f(a_2) - f(a_1a_2),
\]

\[
\Phi_k(f)(a_1, \ldots, a_{k+1}) = f(a_1)\Phi_k(f)(a_2, \ldots, a_{k+1}) - \sum_{l=2}^{k+1} \Phi_k(f)(a_2, \ldots, a_la_{l+1}, \ldots, a_{k+1}).
\]

**Definition.** A linear homomorphism \(f: A \to B\) is called an Frobenius \(n\)-homomorphism if

1. \(f(1) = n;\)
2. \(\Phi_{n+1}(f) \equiv 0.\)

It is clear that a 1-homomorphism is an ordinary ring homomorphism.

**Example.** Consider the map

\[
s_2: \mathbb{C}[X] \to \mathbb{C}[[X]^2], \quad s_2(f)(x_1, x_2) = f(x_1) + f(x_2).
\]

Note that \(s_2(1) = 2\). Now,

\[
\Phi_2(s_2): \mathbb{C}[X] \otimes \mathbb{C}[X] \to \mathbb{C}[[X]^2],
\]

\[
\Phi_2(s_2)(f_1, f_2) = s_2(f_1)s_2(f_2) - s_2(f_1f_2).
\]
We have
\[ \Phi_2(s_2)(f_1, f_2)[x_1, x_2] = (f_1(x_1) + f_1(x_2))(f_2(x_1) + f_2(x_2)) - \\
- (f_1(x_1)f_2(x_1) + f_1(x_2)f_2(x_2)) = f_1(x_1)f_2(x_2) + f_1(x_2)f_2(x_1), \]
\[ \Phi_3(s_2) : \mathbb{C}[X] \otimes \mathbb{C}[X] \otimes \mathbb{C}[X] \rightarrow \mathbb{C}[(X)^2], \]
\[ \Phi_3(s_2)(f_1, f_2, f_3) = s_2(f_1)\Phi_2(s_2)(f_2, f_3) - \Phi_2(s_2)(f_1f_2, f_3) - \Phi_2(s_2)(f_2, f_1f_3). \]
Hence
\[ \Phi_3(s_2)(f_1, f_2, f_3)[x_1, x_2] = (f_1(x_1) + f_1(x_2))(f_2(x_1)f_3(x_2) + f_2(x_2)f_3(x_1)) - \\
- (f_1(x_1)f_2(x_1)f_3(x_2) + f_1(x_2)f_2(x_2)f_3(x_1)) - \\
- (f_2(x_1)f_1(x_2)f_3(x_2) + f_2(x_2)f_1(x_1)f_3(x_1)) = 0. \]
Thus, \( s_2 \) is a 2-homomorphism.

This definition yields a recurrent description of \( n \)-homomorphisms. In [12], an explicit formula for \( n \)-homomorphisms is given. Using this formula, we obtain the following important result.

**Lemma 12.** The linear homomorphism
\[ s_n : \mathbb{C}[X] \rightarrow \mathbb{C}[(X)^n], \quad s_n(f)[x_1, \ldots, x_n] = f(x_1) + \cdots + f(x_n) \]
is an \( n \)-homomorphism.

Below we shall require the following properties of Frobenius homomorphisms:

1. Consider the group of linear homomorphisms \( \text{Hom}_\mathbb{C}(A, B) \). Take \( f_i \in \text{Hom}_\mathbb{C}(A, B) \), \( i = 1, 2 \). If \( f_i \) is an \( n_i \)-homomorphism, then \( f_1 + f_2 \) is an \( (n_1 + n_2) \)-homomorphism.
2. Let \( f_1 : A_1 \rightarrow A_2 \) be an \( n \)-homomorphism and let \( f_2 : A_2 \rightarrow B \) be an \( m \)-homomorphism. Then the composition
\[ f_2f_1 : A_1 \rightarrow A_2 \rightarrow B \]
is an \( (n + m) \)-homomorphism.

For each \( n \)-valued group \( X \), we construct a linear homomorphism
\[ F : \mathbb{C}[X] \rightarrow \mathbb{C}[X] \otimes \mathbb{C}[X], \]
which is a composition of an \( n \)-homomorphism \( s_n \) and a ring homomorphism induced by the map \( \mu \). Therefore, \( F \) is an \( n \)-homomorphism.

**Definition.** Let \( A \) be a commutative algebra over a ring \( k \) containing \( \frac{1}{n} \). We say that \( A \) is endowed with an \( n \)-bialgebra structure \( (A, \Delta, \varepsilon) \) if
1. \( \varepsilon : A \rightarrow k \) is a ring homomorphism;
2. \( \Delta : A \rightarrow A \otimes A \) is a linear homomorphism making \( A \) a coalgebra \( (A, \Delta, \varepsilon) \), i.e., the coassociativity axioms for \( \Delta \) and counit axioms for \( \varepsilon \) are satisfied;
3. the linear homomorphism \( F = n\Delta : A \rightarrow A \otimes A \) is a Frobenius \( n \)-homomorphism.

**Definition.** An \( n \)-bialgebra \( (A, \Delta, \varepsilon) \) is an \( n \)-Hopf algebra \( (A, \Delta, \varepsilon, \chi, \chi^{-1}) \) if
1. \( \chi : A \rightarrow A \) is a ring homomorphism;
2. \(\chi^+: A \to A\) is a Frobenius \((n-1)\)-homomorphism such that the Frobenius \(n\)-homomorphism
\[A \xrightarrow{F} A \otimes A \xrightarrow{1 \otimes \chi} A \otimes A \xrightarrow{m} A\]
splits into a sum \((\eta \varepsilon) + \chi^+\), where \(m\) is the multiplication in \(A\) and \(\eta: k \to A\) is the structure map defining \(1 \in A\).

**Theorem 15.** Let \(X\) be an \(n\)-valued group. Then the ring \(\mathbb{C}[X]\) carries a structure of an \(n\)-Hopf algebra \((\mathbb{C}[X], \Delta, \varepsilon, \chi, \chi^+)\), where \(\Delta\) is the diagonal homomorphism introduced above, \(\varepsilon, \chi\) are ring homomorphisms induced by the maps \(e \to X\) and \(\text{inv}: X \to X\), respectively, and \(\chi^+\) is the \((n-1)\)-homomorphism \((\text{inv}^+)^* s_{n-1}\).

For a given space \(X\), denote by \(\Phi_n(\mathbb{C}[X], \mathbb{C})\) the space of all \(n\)-homomorphisms of the ring \(\mathbb{C}[X]\) to \(\mathbb{C}\). In paper \([12]\) by E. Rees and the author, the following theorem is proved:

*If \(X\) is a compact Hausdorff space and the function space \(\mathbb{C}[X]\) has the supremum norm, then the map \(E: (X)^n \to \Phi_n(\mathbb{C}[X], \mathbb{C})\),
\[E([x_1, \ldots, x_n])(f) = s_n(f)([x_1, \ldots, x_n]) = f(x_1) + \cdots + f(x_n)\]
is a homomorphism when the space of continuous linear functionals on \(\mathbb{C}[X]\) has the weak topology.*

Using this theorem, we obtain the following result:

**Theorem 16.** If \(X\) is a compact Hausdorff space and the ring of functions \(\mathbb{C}[X]\) is endowed with an \(n\)-Hopf algebra structure \((\mathbb{C}[X], \Delta, \varepsilon, \chi, \chi^+)\), then \(X\) is an \(n\)-valued group.

**Proof.** By the definition of an \(n\)-Hopf algebra, the diagonal homomorphism \(\Delta\) determines an \(n\)-homomorphism
\[F: \mathbb{C}[X] \to \mathbb{C}[X \times X].\]

Now using the fact that the composition of the \(n\)-homomorphism \(F\) with an arbitrary ring homomorphism \(\mathbb{C}[X \times X] \to \mathbb{C}\) is an \(n\)-homomorphism, we obtain the induced map
\[F^*: \Phi_1(\mathbb{C}[X \times X], \mathbb{C}) \to \Phi_n(\mathbb{C}[X], \mathbb{C}).\]

Applying the theorem by E. Rees and the author stated above, one can identify
\[\Phi_1(\mathbb{C}[X \times X], \mathbb{C}) \approx X \times X,
\[\Phi_n(\mathbb{C}[X], \mathbb{C}) \approx (X)^n.\]

Hence \(F^*\) determines a map
\[\mu: X \times X \to (X)^n.\]

The ring homomorphism \(\varepsilon: \mathbb{C}[X] \to \mathbb{C}\) determines the point \(e \in X\), and the ring homomorphism \(\chi: \mathbb{C}[X] \to \mathbb{C}[X]\) determines the map \(\text{inv}: X \to X\).

A direct verification shows that the \(n\)-Hopf algebra structure \((\mathbb{C}[X], \Delta, \varepsilon, \chi, \chi^+)\) yields an \(n\)-valued group structure \(X = (X, \mu, e, \text{inv})\) on \(X\). \(\square\)

Note that the proof of Theorem 16 in the case where \(X\) is a finite set was obtained in \([17]\).
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