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DISTRIBUTION OF KLOOSTERMAN PATHS

TO HIGH PRIME POWER MODULI

DJORDJE MILIĆEVIĆ AND SICHEN ZHANG

Abstract. We consider the distribution of polygonal paths joining the partial
sums of normalized Kloosterman sums modulo an increasingly high power pn

of a fixed odd prime p, a pure depth-aspect analogue of theorems of Kowalski–
Sawin and Ricotta–Royer–Shparlinski. We find that this collection of Klooster-
man paths naturally splits into finitely many disjoint ensembles, each of which
converges in law as n → ∞ to a distinct complex valued random continuous
function. We further find that the random series resulting from gluing together
these limits for every p converges in law as p → ∞, and that paths joining

partial Kloosterman sums acquire a different and universal limiting shape af-
ter a modest rearrangement of terms. As the key arithmetic input we prove,
using the p-adic method of stationary phase including highly singular cases,
that complete sums of products of arbitrarily many Kloosterman sums to high
prime power moduli exhibit either power savings or power alignment in shifts
of arguments.

1. Introduction

This paper is inspired by the beautiful work of Kowalski–Sawin [KS16] and
Ricotta, Royer, and Shparlinski [RR18,RRS20], which considered the distribution
of Kloosterman paths, polygonal paths joining the partial sums of Kloosterman
sums modulo a large prime p, and modulo a fixed nth power pn of a large prime
p, respectively. Paths traced by incomplete exponential sums such as those in
Figures 1 and 2 give a fascinating insight into the chaotic formation of the square-
root cancellation in the corresponding complete sums and have been studied since
at least [Leh76, Lox83, Lox85]. In this paper, we address the pure depth-aspect
distribution of Kloosterman paths to moduli that are high powers pn of a fixed odd
prime p and find many new, surprisingly distinctive features.

1.1. Kloosterman paths. Let p be an odd prime and n ∈ N. For a, b ∈ (Z/pnZ)×,
we define the normalized Kloosterman sum as

(1.1) Klpn(a, b) =
1

pn/2
S(a, b; pn) =

1

pn/2

∑
1≤x≤pn,(x,p)=1

epn(ax+ bx),

where epn(z) = e(z/pn) = e2πiz/p
n

, and x denotes the inverse of x modulo pn. The
normalization reflects the square-root cancellation in these complete exponential
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sums consisting of ϕ(pn) terms:

|Klpn(a, b)| � 2,

a result of Weil’s deep algebro-geometric bound [Wei48] for n = 1 and of the explicit
evaluation using the p-adic method of stationary phase for n � 2 (which we collect in
Lemma 2). In particular, in this latter case, Klpn(a, b) = 0 unless ab ∈ (Z/pnZ)×2.

By the time the summation in (1.1) is completed, substantial cancellation has
occurred and one lands at an end point in the real interval [−2, 2]. In a reasonable
ensemble (varying some subset of a, b, p, n), its limiting distribution can often
be fruitfully described by an appropriate Sato–Tate measure; more on that below.
Kloosterman paths describe the road taken to that end point.

Specifically, for j ∈ Jpn := {j ∈ {1, . . . , pn}, p � j} = {j1 < · · · < jϕ(pn)}, define
the partial sum

Klj;pn(a, b) =
1

pn/2

∑
1≤x≤j,p�x

e

(
ax+ bx̄

pn

)
,

and define the Kloosterman path as the polygonal path γpn
(a, b) obtained by con-

catenating the closed segments [Klji;pn(a, b),Klji+1;pn(a, b)] for all ji ∈ Jpn . We
may also think of this path as a continuous map Klpn(·; (a, b)) : [0, 1] → C,
t �→ Klpn(t; (a, b)) obtained by parameterizing the path γpn(a, b) so that each of the
ϕ(pn)− 1 segments is parametrized linearly on an interval of length 1/(ϕ(pn)− 1).

For a fixed b0 ∈ Z with p � b0, the map from (Z/pnZ)× → C0([0, 1],C) given by

(1.2) a �→ Klpn(t; (a, b0))

can be viewed as a random variable on the finite probability space (Z/pnZ)× with
the uniform probability measure with values in the space of complex valued con-
tinuous functions on [0,1] endowed with the supremum norm, and we denote this
random variable by Klpn(t).

Kowalski–Sawin [KS16, Theorem 1.1] show that, in the prime case n = 1, the
random variable Klp converges as p → ∞, in the sense of finite distributions, to
a specific random Fourier series (that is, a C0([0, 1],C)-valued random variable).
Ricotta–Royer [RR18, Theorem A] prove the corresponding theorem for a fixed
n � 2 and p → ∞, indentifying a different limiting random Fourier series, and
Ricotta–Royer–Shparlinski [RRS20] prove that (for n � 31) this latter convergence
holds in law, a substantial stregthening. We refer the reader to §2.1 for a summary
of probabilistic notions and tools.

1.2. Main result. In this paper, we address the pure depth-aspect analogue of
Kowalski–Sawin [KS16], the question of distribution of Kloosterman paths modulo
pn for a fixed prime p and n → ∞. Ricotta, Royer, and Shparlinski note [RRS20,
p.176], [RR18, p.498] that “this problem, both theoretically and numerically, seems
to be of completely different nature”.

Indeed, one needs to look no further than a couple of sample paths modulo large
3n to see that, say, paths Kl3n(a, 1) with a ≡ 1 (mod 3) and a ≡ 2 (mod 3) look
nothing like each other; see Figure 1. In particular, they exhibit a stark translational
and rotational symmetry of order 3, respectively. Much of the invariance distinction
becomes less visually obvious for larger primes p, though, with all but the obvious
bilateral symmetry seemingly disappearing as in Figure 2, and one might start to
wonder if the case p = 3 is a fluke. On the other hand, about half of the paths
tend to wander away in the horizontal direction (with their end point somewhere
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Figure 1. Kloosterman paths Kl38(t; (1, 1)) and Kl38(t; (5, 1)).

Figure 2. Kloosterman paths Kl56(t; (1, 1)) and Kl56(t; (2, 1)).

variable along the x-axis) while the rest do not (returning to 0 for their end point),
which of course corresponds to the distribution of the complete sum Klpn(a, b) and
its vanishing when ab �∈ (Z/pZ)×2.
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We will see that the distinction among different classes [a mod p] ∈ (Z/pZ)×,
which is a well-defined distinction in the family with a fixed p, persists and it
becomes harder, and indeed more artificial, to describe the joint distribution of all
paths as a ∈ (Z/pnZ)×. Instead, for n � 2 it becomes natural to split the ensemble
of Kloosterman paths Klpn(t; (a, b0)) once and for all into p−1 subfamilies indexed
additionally by a1 ∈ (Z/pZ)×, and consider the restriction of the map (1.2) to the
set (Z/pnZ)×a1

=
{
a ∈ (Z/pnZ)× : a ≡ a1 mod p

}
and obtain a random variable

(1.3) Klpn(t; (a1, b0)) : (Z/p
nZ)×a1

→ C0([0, 1],C), a �→ Klpn(t; (a, b0))

on the finite probability space (Z/pnZ)×a1
.

Consider the absolutely continuous probability Borel measure μ on [−2, 2] given
by

(1.4) μ(f) =
1

π

∫ 2

−2

f(x)√
4− x2

dx

for any real continuous function f on [−2, 2]. From this we construct a finite
collection of C0([0, 1],C)-valued random variables Kl(t; p; (a1, b0)), whose definition
and properties we collect in Proposition 1.

Proposition 1. Let p be a fixed odd prime, and let a1, b0 ∈ (Z/pZ)×.
Let (U �

h)h∈Z,(a1−h)b0∈(Z/pZ)×2 be a sequence of independent identically distributed
random variables of probability law μ in (1.4). Then, the random series

(1.5) Kl(t; p; (a1, b0)) =
∑
h∈Z

(a1−h)b0∈(Z/pZ)×2

e(ht)− 1

2πih
U �
h (t ∈ [0, 1]),

converges almost surely and in law, where the term h = 0, if present, is interpreted

as tU �
0. Its limit, as a random function, is almost surely continuous and nowhere

differentiable. Moreover, for every t ∈ [0, 1], its expectation and variance satisfy,
respectively, E(Kl(t; p; (a1, b0))) = 0 and V(Kl(t; p; (a1, b0))) � t.

Our main result, then, is as follows.

Theorem 1. Let p be a fixed odd prime, and let a1, b0 ∈ (Z/pZ)×. Then, the
sequence of C0([0, 1],C)-valued random variables Klpn(t; (a1, b0)) on (Z/pnZ)×a1

de-

fined in (1.3) converges in law, as n → ∞, to the C0([0, 1],C)-valued random
variable Kl(t; p; (a1, b0)) defined in (1.5).

We prove Theorem 1 in two steps, by establishing convergence of Klpn(·; (a1, b0))
→ Kl(·; p; (a1, b0)) as n → ∞ in the sense of finite distributions in Sections 3 and 4,
and then proving that the sequence of random variables Klpn(·; (a1, b0)) is tight as
n → ∞ in Section 5. Combining these two conclusions yields the proof of Theorem 1
in §5.2.

Remark 1. Convergence in the sense of finite distributions in Theorem 1 is the
analogue of the results of Kowalski–Sawin [KS16] and Ricotta–Royer [RR18], which
for the random variable Klpn with n = 1 and n � 2 fixed, respectively, and p → ∞
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Figure 3. Sato–Tate distributions μST, μU , and μ, which guide
the coefficients of limiting random Fourier series (1.5) and (1.6) for
Kloosterman paths modulo p as p → ∞, modulo pn for n fixed and
p → ∞, and modulo pn for p fixed and n → ∞; drawn to scale.
The big dot in the plot of μU indicates 1

2 of the Dirac measure at 0.

find limiting random Fourier series

(1.6)

K(t) =
∑
h∈Z

e(ht)− 1

2πih
STh, dμST =

1

π

√
1− (x/2)2 dx,

Kl(t) =
∑
h∈Z

e(ht)− 1

2πih
Uh, μU =

1

2
δ0 +

1

2
μ,

where STh and Uh are independent identically distributed random variables of
probability law μST and μU , respectively.

That the analytic shape of these three series is similar stems from the use of
the completion method (see Lemma 3), which in each case can be used (along with
some rather nontrivial estimates) to show that in a suitable sense the incomplete
sum Klj;pn(a, b0) may be approximated by

(1.7)
∑

|h|<pn/2

e(hj)− 1

2πihj
Klpn(a− h, b0).

The lens provided by (1.7) explains the probabilistic distinction among the lim-
iting random series in (1.6) and (1.5). The underlying measure μST in (1.6) reflects
the classical semi-circle Sato–Tate distribution of the normalized Kloosterman sums
Klp(a − h, b0), while the shape of μU reflects a different Sato–Tate measure for
Kloosterman sums to prime power moduli pn with n � 2, which are given by an ex-
plicit exponential (with a p-adically analytic phase, see Lemma 2) and distributed
according to μ when (a − h)b0 ∈ (Z/pZ)×2, and vanish otherwise, a distinction
which in the limit p → ∞ (as a ranges through (Z/pZ)×) may be thought of as a
random event of probability 1

2 in (1.7).
In the depth aspect, however, when p is fixed, for a given h ∈ Z there is nothing

random about the event (a − h)b0 ∈ (Z/pZ)×2: it predictably happens or not
depending only on the class of (a mod p, b0) ∈ ((Z/pZ)×)2. This in turn induces
finitely many (precisely up to 2(p−1)) distinct limiting distributions in Theorem 1,
with the surviving terms guided directly by the distribution μ. See also Remark 8
in §5.3 for the corresponding discussion in the context of Theorem 2.

The measures μST, μU , and μ are the direct images under the trace map of
the probability Haar measure on SU2(C), on the normalizer of the maximal torus
in SU2(C), and on the maximal torus itself, respectively; cf. [RR18, Remark 1.4].
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Klpn(·; (a1, b0)) Klpn Kl

Kl(·; p; (a1, b0)) Kl•(·; p) Kl

n→∞

� p→∞

n→∞ n→∞

� p→∞

Figure 4. Commutative diagram of convergence in law, with new
entries corresponding to Theorems 1 and 5 marked in blue.

The same three measures serve as the limiting Sato–Tate distributions for nor-
malized Frobenius traces for elliptic curves E/F without complex multiplication,
with complex multiplication by an imaginary quadratic field K �⊆ F , and with
complex multiplication by an imaginary quadratic field K ⊆ F , respectively; see
[Sut19, §§2.5,2.6]. The measure μ of Theorem 1 also arises in the Sato–Tate problem
for non-CM Hecke eigenforms of fixed, non-trivial central character [Kuo07].

Remark 2. Fix an integer b0 ∈ Z with p � b0. One way to informally think of
Theorem 1 is that the ensemble of all paths Klpn(t; (a, b0)) (a ∈ (Z/pnZ)×), which
for a fixed n and p → ∞ has the limiting distribution Kl shown in (1.6) (and which
is the same for all n � 2), for a fixed p splits into p−1 classes according to a mod p,
which simply have different limiting distributions Kl(t; p; (a1, b0)) as n → ∞.

One might wonder if a common distribution is somehow restored if one sub-
sequently takes p → ∞. Indeed, let (Ω,F , ν) be the probability space such that
Ω =

⊔
a1∈(Z/pZ)× Ωa1

, F is the σ-algebra generated by
⊔

a1∈(Z/pZ)× Fa1
, ν(Ωa1

) =

1/(p − 1) for every a1 ∈ (Z/pZ)×, and (Ωa1
,Fa1

, (p − 1)ν|Fa1
) is an underlying

probability space for the C0([0, 1],C)-valued random variable Kl(·; p; (a1, b0)) in
(1.5). Further, let Kl•(·; p) be the C0([0, 1],C)-valued random variable on (Ω,F , ν)
defined by

(1.8) Kl•(·; p)
∣∣∣
Ωa1

= Kl(·; p; (a1, b0)) for every a1 ∈ (Z/pZ)×.

Then Theorem 1 implies the following statement, which can be thought of as gluing
together the individual limits of Klpn(·; (a1, b0)) → Kl(·; p; (a1, b0)) in law as n → ∞.

Corollary 1. Fix an odd prime p and b0 ∈ Z with p � b0. Then the sequence
of C0([0, 1],C)-valued random variables Klpn given in (1.2) converges in law, as
n → ∞, to the random variable Kl•(·; p) defined in (1.8).

Further, in Theorem 5, we prove that the random variable Kl•(t; p) converges
in law to the C0([0, 1],C)-valued random variable Kl(t) given in (1.6) as p → ∞.
This restores harmony between the results of Theorem 1 and the results of [RR18,
RRS20], as shown in Figure 4.

Remark 3. If n � 2 and ab ∈ (Z/pnZ)×2 (as is the case whenever the complete
Kloosterman sum Klpn(a, b) �= 0), some of the summands epn(ax + bx̄) appear
with very high multiplicity in (1.1). This is in stark contrast with Kloosterman
sums to prime moduli, in which terms enter at most twice. The high multiplicity,
which arises at well-spaced x, should be compared to the classical evaluation of
Kloosterman sums (Lemma 2), whose two summands arise from provably non-
singular stationary points, and it can make for somewhat startling numerics for
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small pn; for example, modulo 27 there are only four distinct summands (two pairs
of complex conjugates).

The phenomenon is not difficult to understand. Taking for concreteness a =
b = 1 (other cases being just a change of variable away), for 1 � κ < n/2 and u ∈
±2+p2κ(Z/pnZ)×2, the congruence x+x̄ ≡ u (mod pn) has exactly 2pκ solutions; in
particular the multiplicity becomes as high as 
 pn/2. In particular, for (ab/p) = 1,
as n → ∞, an asymptotically positive proportion (100% for p = 3) of Kloosterman
fractions appear with multiplicity higher than 2. Possibly highly singular stationary
points play a crucial role in the stationary phase analysis described in §1.3, including
shifts by frequencies h in (1.7) that are powers p2κ and would detect any impact of
highly popular fractions (x+ x̄)/pn = u/pn with u ∈ ±2 + p2κ(Z/pnZ)×2.

1.3. Sums of products. At the arithmetic heart of the proof of Theorem 1 are
estimates on sums of products of Kloosterman sums of the form

(1.9)
∑

a∈(Z/pnZ)[T ]

∏
τ∈T

Klpn(a− τ, b0)
μ(τ),

for T ⊆ Z/pnZ, arbitrary integers (μ(τ ))τ∈T , and summation being over residues
a ∈ (Z/pnZ)× such that (a− τ )b0 ∈ (Z/pZ)×2 for every τ ∈ T . In the case of prime
moduli, such sums have been studied by Fouvry–Kowalski–Michel using deep tools
of algebraic geometry, with spectacular applications [FKM15]. In the prime power
case, Kloosterman sums can be explicitly evaluated, and, in [RR18], where the
modulus is a fixed power pn, the phase in the exponential sum resulting from (1.9)
is replaced with a polynomial of fixed degree, and sums are estimated using a Weyl
bound (essentially repeated differencing). The resulting bound [RR18, Proposition
4.10], however, degenerates badly with increasing n, so this route is not available
as n → ∞.

Instead, in the properly depth aspect, the p-adic method of stationary phase (see
Lemma 1) can be applied and leads to a condition roughly of the form

(1.10)
∑
τ∈T

ετ ((a− τ )b0)
−1
1/2 ≡ 0 (mod p�n/2�),

where (·)1/2 is a branch of the p-adic square root (see §2.2). In a pleasant application
of the method of stationary phase, one hopes to argue that the stationary points
in (1.10) are non-singular, or, barring that, at least not overly singular, so that a
version of Hensel’s lemma applies. The possibility of singular stationary points, of
which there may be very many, is a known obstacle in the estimates of exponential
sums to prime power moduli, such as for example in the long-standing restriction of
Burgess’ bound on character sums to cube-free moduli. With fewer summands the
number of singular stationary points can sometimes be controlled (see, for example,
[HB78, Lemma 7]), but in our case the method of moments requires that we allow
an arbitrary number of summands in (1.10), an algebraically and combinatorially
forbidding situation, and we must contend with the possibility of very many highly
singular solutions. In fact, all solutions to (1.10) could be singular if there are
sufficiently high collusions among the τ ∈ T ! In Theorems 3 and 4, we show that
such high collusions are in fact the only possibility for failure of power cancellation
in (1.9), which clears the way to Theorem 1. These theorems are of independent
interest, and in fact Section 4 introduces a method that applies to many more
exponential sums to high prime power moduli; see Remark 6.
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Remark 4. Discussion in §1.3 already shows that the depth-aspect limit n → ∞
behaves entirely differently from the large p limit in [RR18]. In the depth aspect, the
phase in (1.9) cannot be productively thought of as a polynomial of fixed degree, but
rather more like a p-adically analytic function. We estimate sums of products using
a stationary phase analysis including potentially highly singular critical points,
which is also reflected in the shape of Theorem 3. Here we mention several other
key differences in the depth aspect.

Any analysis of a sum like (1.9) is bound to run into difficulties as shifts τ ∈ T
collude to a certain extent, as in τ ≡ τ ′ (mod pκ) for some τ �= τ ′ ∈ T and
1 � κ < n since this is transitionary behavior between the generic and fully aligned
cases (τ �≡ τ ′ (mod p) and τ ≡ τ ′ (mod pn), respectively). In the p → ∞ limit,
such difficulties can often be estimated away trivially as in [RR18, Lemma 4.14],
since a condition like τ ≡ τ ′ (mod p) typically happens with a “small” frequency
1/p. Such an approach is, of course, not available for a fixed p, and more generally
being divisible by p or collusions modulo p are not exceptional events unless they
occur to an increasing power pm.

Considering all paths Klpn(t; (a, b0)) (a ∈ (Z/pnZ)×) as one ensemble as in
Remark 2 and [RR18], a critical piece in the evaluation of the main term becomes
the quantity∣∣(Z/pnZ)[T ]

∣∣ = ∣∣{a ∈ (Z/pnZ)× : (a− τ )b0 ∈ (Z/pZ)×2 for every τ ∈ T
}∣∣,

which of course essentially only depends on (T+pZ)/pZ. In [RR18, Proposition 4.8]
(which we also adapt for the proof of our Theorem 5), this quantity is denoted by
|Apn(μ(τ ))| and estimated, for p → ∞, using Weil’s version of Riemann Hypothesis,
consistently with different (a− τ )b0 ∈ (Z/pZ)×2 behaving roughly like independent
random events of probability 1

2 . For p fixed, however, there is seemingly no rhyme

or reason to the deterministic values of |(Z/pZ)[T ]|, and increasingly so for larger
|T |. It is in fact at this point that one might realize that the different classes of
a mod p need to be separated into distinct ensembles.

1.4. Rearrangement. A complete Kloosterman sum is a natural algebro-geometric
object, but an incomplete sum entails a choice of ordering of terms. For a prime
modulus, there is only one ordering (the obvious one) that could be reasonably
construed as natural, but for a more structured modulus there are other perfectly
reasonable ways of summing, which then lead to different Kloosterman paths. We
illustrate this point with a simple example.

Consider the function fpn(·; (a, b)) : (Z/pn−1Z)× → C that groups p terms in
Klpn(a, b) together:

fpn(x; (a, b)) =
∑

k mod p

epn

(
a(x+ kpn−1) + b(x+ kpn−1)

)
.

The partial sums

(1.11) Kl◦j;pn(a, b) =
1

pn/2

∑
1�x�j, p�x

fpn(x; (a, b))

correspond to a reordering of the complete Kloosterman sums Klpn(a, b) =
Kl◦pn−1;pn(a, b). Specifically, instead of summing one term at a time through the
ϕ(pn) summands in (1.1), in (1.11) we sum in groups of p terms at a time, namely
over indices in (1.1) in small p-adic balls of radius 1/pn−1. Recalling that the
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prime p is fixed, from a p-adic perspective this may be thought of as a fairly
modest rearrangement. In any case, following the steps in §1.1 one can corre-
spondingly form modified Kloosterman paths γ◦

pn(a, b) by concatenating the closed

segments [Kl◦ji;pn(a, b),Kl◦ji+1;pn(a, b)], and parametrize the paths γ◦
pn(a, b) by con-

tinuous functions Kl◦pn ∈ C0([0, 1],C); see figure 5 for an example.

Since x+ kpr ≡ x− x2 · kpr (mod pmin(2r,n)) for 1 � r � n and x ∈ (Z/pnZ)×,
we find that in fact

Kl◦j;pn(a, b) =
p

pn/2

∑
1�x�j,p�x,

x2≡āb mod p

epn(ax+ bx),

and in particular Klj;pn(a, b) = 0 (making for a boring zero path) unless a ∈
b(Z/pnZ)×2. Restricting to the latter case, for a fixed b0 ∈ Z with p � b0, the map
from b0(Z/pnZ)×2 → C0([0, 1],C) given by

a �→ Kl◦pn(t; (a, b0))

can be viewed as a C0([0, 1],C)-valued random variable on the finite probabil-
ity space b0(Z/pnZ)×2 with the uniform probability measure, which we denote by
Kl◦pn(t).

Theorem 2 shows that the slight rearrangement of terms that led to (1.11) pro-
duces Kloosterman paths with a universal limiting distribution. Specifically, let

(U �
h)h∈Z be a sequence of independent identically distributed random variables of

probability law μ in (1.4). One shows exactly as in Proposition 1 that the random
series

(1.12) Kl◦(t) =
∑
h∈Z

e(ht)− 1

2πih
U �
h (t ∈ [0, 1]),

where the term h = 0 is interpreted as tU �
0 , converges almost surely and in law to

a random function with properties as in Proposition 1. Then the following holds.

Theorem 2. Let p be a fixed odd prime, and let b0 ∈ Z, p � b0. Then the sequence
of C0([0, 1],C)-valued random variables Kl◦pn(t) on b0(Z/pnZ)×2 converges in law

to the C0([0, 1],C)-valued random variable Kl◦(t) as n → ∞.

We present the proof of Theorem 2 in §5.3, collecting an overview of the key
distinctions in Remark 8. In particular, the rearrangement in Theorem 2 avoids
the difficulties of sets (Z/pnZ)[T ] discussed in Remark 4 and the corresponding need
to split the set of Kloosterman paths into smaller ensembles (Z/pnZ)×a1

. However,
all other key features of the proof of Theorem 1 discussed in the introduction,
including crucially estimates of sums of products of Kloosterman sums using p-adic
methods, remain present in Theorem 2.

Notation. Throughout the paper, p denotes a fixed odd prime. The notation
∑×

indicated that the summation is restricted to integers (or congruence classes) co-
prime to p. For n ∈ Z and τ ∈ Z�0, we write pτ ‖ n or ordp n = τ to indicate that
pτ | n and pτ+1 � n; we apply the same notation to congruence classes modulo pt

with t � τ +1. For x ∈ (Z/pnZ)× we write x̄ for the inverse of x modulo pn, where
the value of n is clear from the context and cannot cause confusion, and we also
denote x−n = x̄n for n ∈ N.

We write f = O(g) or f � g to denote that |f | � Cg for some constant C > 0,
which may depend on p but is otherwise absolute except as indicated by a subscript.
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Figure 5. The plot of the modified Kloosterman path γ◦
56(9; 1)

While this is not important for us, the dependence of all constants on p may easily
be explicated and is always at most polynomial. Exceptionally, in §5.4, which deals
with the limit p → ∞, all implied constants are absolute (independent of p), unless
otherwise indicated by a subscript.

As customary, we write e(z) = e2πiz, and, for x ∈ Z, we sometimes write epn(x) =

e(x/pn) = e2πx/p
n

. We denote the cardinality of a finite set S by |S|, and we use
AB to denote shorthand the disjoint union of sets. Finally, δx denotes the Dirac
measure at x, namely δx(E) = 1 if x ∈ E and 0 otherwise, where the underlying
set and σ-algebra are clear from the context.

2. Preliminaries

2.1. Probabilistic notions and tools. In this section, we collect some standard
facts about probability in complex Banach spaces, and in particular in the space
C0([0, 1],C) endowed with the sup-norm. We lean on [RR18, Appendix A], and the
proofs can be found in [Kow20, §B.11].

Definition 1. Let Y be a Banach space, endowed with the norm-induced topol-
ogy; let (Xn) be a sequence of Y -valued random variables on probability spaces
(Ωn,Fn, νn), and let X be a Y -valued random variable on (Ω,F , ν).

(1) If (Ωn,Fn, νn) = (Ω,F , ν) for every n ∈ N, we say that (Xn) converges
almost surely if ν({ω ∈ Ω : limXn(ω) exists in Y }) = 1, and we say that
Xn converges to X almost surely if ν({ω ∈ Ω : limXn(ω) = X(ω)}) = 1.

(2) We say that (Xn) converges in law to X if, for every continuous and
bounded map ϕ : Y → C, limE(ϕ(Xn)) = E(ϕ(X)).

(3) If Y = C0([0, 1],C), we say that (Xn) converges to X in the sense of finite
distributions if, for every k � 1 and all 0 � t1 < t2 < · · · < tk � 1, the
sequence of Ck-valued random vectors (Xn(t1), . . . , Xn(tk)) converges in
law to the Ck-valued random vector (X(t1), . . . , X(tk)).

(4) If Y is separable, we say that the sequence (Xn) is tight if, for every ε > 0,
there exists a compact subset K ⊆ Y such that, for every n � 1, νn({Xn ∈
K}) � 1− ε.

The notion of tightness of a sequence of random variables provides a practical
bridge from convergence in the sense of finite distributions to the substantially
stronger claim of convergence in law, using the following criteria.
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Proposition 2 (Prokhorov’s criterion). Let (Xn)
∞
n=1 and X be C0([0, 1],C)-valued

random variables. If the sequence (Xn) converges to X as n → ∞ in the sense
of finite distributions, and if the sequence (Xn) is tight, then the sequence (Xn)
converges to X as n → ∞ in law.

Proposition 3 (Kolmogorov’s criterion for tightness). Let (Xn)
∞
n=1 be a sequence

of C0([0, 1],C)-valued random variables. If there exist α, δ > 0 such that

∀s, t ∈ [0, 1]2, E
(
|Xn(s)−Xn(t)|α

)
� |s− t|1+δ,

then the sequence (Xn) is tight.

2.2. Square roots modulo pn. The explicit evaluation of Kloosterman sums
Klpn(a, b) to a proper prime power modulus (see Lemma 2) features exponentials
with phases that are solutions of congruences of the form x2 ≡ ab (mod pr), that is,
square roots modulo high powers of p. In this section, we describe the construction
and properties of these square roots. We keep in mind the paradigm that these
are really restrictions of branches of the p-adic square root (in analogy with the
exponentials appearing in the asymptotics of J-Bessel functions, the archimedean
analogue of Kloosterman sums) but avoid the p-adic language. For more details
and a fully p-adic perspective, we refer to [BM15, §2.4].

For every r ∈ (Z/pZ)×2, there are exactly two classes s ∈ Z/pZ such that
s2 = r. We fix once and for all a choice function s : (Z/pZ)×2 → (Z/pZ)× such
that s(r)2 = r for every r ∈ (Z/pZ)×2 (any of the 2(p−1)/2 such choices will do).
For every x ∈ (Z/pnZ)×2, by Hensel’s lemma (Lemma 5 in the non-singular case
ρ = 0) there exists a unique u ∈ (Z/pnZ)× such that u2 ≡ x (mod pn) and u ≡ s(x)
(mod p); this gives rise to a square root u : (Z/pnZ)×2 → (Z/pnZ)×, which we also
denote by u = u1/2(x) = x1/2 and write xk

1/2 = (x1/2)
k for k ∈ Z.

The square root on (Z/pnZ)× 2 thus defined satisfies the following differentiability-
like property for x ∈ (Z/pnZ)× 2, t ∈ Z/pnZ, κ � 1, and m ∈ Z:
(2.1)

(x+ pκt)m1/2 ≡ xm
1/2 +

1
2m ·xm−2

1/2 · pκt+ 1
8m(m− 2) · xm−4

1/2 · p2κt2 (mod pmin(3κ,n)).

This is easily verified, since the squares of both sides agree modulo pmin(3κ,n), and
both sides agree modulo p; cf. [BM15, (2.6)].

2.3. Method of stationary phase. In this section, we collect facts about the so-
called p-adic method of stationary phase, a powerful tool in the study of complete
exponential sums modulo prime powers analogous to the classical method of sta-
tionary phase for oscillatory exponential integrals. We phrase our results here with
emphasis on differentiability-like properties (2.2) and (2.3) but without invoking
p-adic language. For more details, we refer to [IK04, Lemmata 12.2 and 12.3] for a
formulation with phases that are rational functions, or to [BM15, Lemma 7] for a
general statement with a more p-adic analytic perspective.

Lemma 1 (Method of stationary phase). Let 1 � κ0 � n, and let T ⊆ Z/pnZ be a
set invariant under translations by pκ0Z/pnZ.

(1) Suppose that functions f, f1 : T → Z/pnZ satisfy

(2.2) f(x+ pκt) ≡ f(x) + f1(x) · pκt (mod p2κ)

for all x ∈ T , t ∈ Z/pnZ, and κ � κ0. Then, for every max(κ0, n/2) � κ �
n, the set {x ∈ T : f1(x) ≡ 0 mod pn−κ} is invariant under translations by
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pκZ/pnZ, and∑
x∈T

e

(
f(x)

pn

)
=

∑
x∈T

f1(x)≡0 mod pn−κ

e

(
f(x)

pn

)
= pn−κ

∑
x∈T/pκZ

f1(x)≡0 mod pn−κ

e

(
f(x)

pn

)
.

(2) Suppose that n � 2 and functions f, f1 : T → Z/pnZ, f2 : T → (Z/pnZ)×

satisfy

(2.3) f(x+ pκt) ≡ f(x) + f1(x) · pκt+ 2̄f2(x) · p2κt2 (mod p2κ+1)

for all x ∈ T , t ∈ Z/pnZ, and κ � κ0. Then, writing n = 2κ + ρ with
ρ ∈ {0, 1},∑

x∈T

e

(
f(x)

pn

)
= pn/2

∑
x0∈T/pκZ

f1(x0)≡0 mod pκ

ε
(
2f2(x0), p

ρ
)
e

(
f(x0)− 2f2(x0)f1(x0)

2

pn

)
,

where ε(·, 1) = 1 and ε(·, p) = (·/p)i(ι−1)/2 for p ≡ ι mod 4, ι ∈ {1, 3}.

Proof. For p � t, the invariance of the set {x ∈ T : f1(x) ≡ 0 mod pn−κ} under
translation by pκt follows immediately from applying (2.2) in the form f(x) ≡
f(x+pκt)+f1(x+pκt) ·pκ(−t) (mod p2κ); otherwise, we bootstrap from the same
conclusion for t′ = 1 and t′ = t−1. The remaining claim in (1) follows immediately
by orthogonality from∑

x∈T

e

(
f(x)

pn

)
=

1

pn−κ

∑
x∈T

e

(
f(x)

pn

) ∑
t mod pn−κ

e

(
f1(x) · pκt

pn

)
.

The second claim is immediate if n = 2κ. The odd case is similar, using the classical
evaluation of the quadratic Gauss sum; see [BM15, Lemma 7]. �

Lemma 2. Let n � 2 and a ∈ Z/pnZ, b ∈ (Z/pnZ)×. Then, Klpn(a, b) = 0 if
ab �∈ (Z/pnZ)×2. Otherwise, if ab ∈ (Z/pnZ)×2,

Klpn(a, b) = 2

(
(ab)1/2
pn

)
Re

[
εpnepn

(
2(ab)1/2

)]
,

where (·)1/2 refers to the square root introduced in §2.2, (·/pn) is the Jacobi symbol,
and

εpn =

{
1, if 2 | n or p ≡ 1 mod 4,

i, if 2 � n and p ≡ 3 mod 4.

Lemma 2 follows immediately by an application of the stationary phase Lemma 1,
using the differentiability property (2.1), and finally using the classical evaluation of
the quadratic Gauss sum modulo p; see, e.g. [BM15, Lemma 8], [IK04, Eq. (12.39)].

3. Reduction steps and the core argument

In this section, we collect all required properties of the limit random series
Kl(t; p; (a1, b0)) defined in (1.5) and perform all steps needed to reduce the claim of
convergence in the sense of finite distributions of Theorem 1 to a crucial estimate on
sums of products of Kloosterman sums. This latter estimate is proved in Section 4.

Recall that a1, b0 ∈ (Z/pZ)× are fixed. Let k � 1 be a fixed integer, and let n � 2.
Let t = (t1, . . . , tk) be a fixed k-tuple in [0, 1]k, n = (n1, . . . , nk),m = (m1, . . . ,mk)
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be two fixed k-tuples of non-negative integers. Let �(m+n) =
∑k

i=1(mi+ni). We
define the complex moments by
(3.1)

Mpn(t;m,n; (a1, b0)) =
1

pn−1

∑
a∈(Z/pnZ)×

a≡a1 mod p

k∏
i=1

Klpn(ti; (a, b0))
mi

Klpn(ti; (a, b0))
ni .

Our aim is to prove the following Proposition 4:

Proposition 4. There exists a constant δ = δ(‖m‖1 + ‖n‖1) > 0 such that the
complex moment Mpn(t;m;n; (a1, b0)) defined in (3.1) satisfies

Mpn(t;m,n; (a1, b0)) = E
( k∏

i=1

Kl(ti; p; (a1, b0))
mi

Kl(ti; p; (a1, b0))
ni

)
+O(p−δn),

where Kl(ti; p; (a1, b0)) is the random variable defined by (1.5).

Proposition 4 follows immediately from Lemma 4 and Propositions 6 and 7,
which appear below. Further,Proposition 5, conclusion (3), shows that the Ck-
valued random variable (Kl(ti; p; (a1, b0)))

k
i=1 has a well-defined Laplace transform,

hence convergence in law to this random variable may be verified using the method
of moments. At that point, an immediate consequence of Proposition 4 is the
following statement.

Corollary 2. The sequence of C0([0, 1],C)-valued random variables Klpn(t; (a1, b0))
on (Z/pnZ)×a1

defined in (1.3) converges in the sense of finite distributions to the

C0([0, 1],C)-valued random variable Kl(t; p; (a1, b0)) as n → ∞.

3.1. The limit random variable. Recall the absolutely continuous Borel proba-
bility distribution μ given in (1.4). Its moments are given for m ∈ Z�0 by

(3.2)

∫
R

xm dμ(x) =
1

π

∫ 2

−2

xm

√
4− x2

dx = δ2|m

(
m

m/2

)
,

as is easily seen by setting x = 2 cos θ. Here, δ2|m is the Kronecker delta and we

formally set
(
0
0

)
= 1. Thus for any finite sequence (U �

i )
r
i=1 of independent random

variables identically distributed with probability law μ, and every sequence (mi)
r
i=1

of non-negative integers,

(3.3) E

( r∏
i=1

U �mi

i

)
=

r∏
i=1

δ2|mi

(
mi

mi/2

)
.

For fixed a1, b0 ∈ (Z/pZ)×, let (U �
h)h∈Z,(a1−h)b0∈(Z/pZ)×2 be a sequence of inde-

pendent identically distributed random variables of probability law μ. For H > 0,
consider the new random variable

(3.4) KlH(t; p; (a1, b0)) =
∑

|h|�H

(a1−h)b0∈(Z/pZ)×2

e(ht)− 1

2πih
U �
h (t ∈ [0, 1]).

When KlH(t; p; (a1, b0)) converges as H → ∞, we write the limit as the series
Kl(t; p; (a1, b0)) shown in (1.5). Proposition 5, which is an elaboration of Proposi-
tion 1, shows that this indeed defines a random series a.e.

Proposition 5. Let p be an odd prime, and let a1, b0 ∈ (Z/pZ)×.
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(1) For every t ∈ [0, 1], the random series Kl(t; p; (a1, b0)) converges almost
surely, hence in law.

(2) For every t ∈ [0, 1], H � 2, and k � 0, we have uniformly in p

‖KlH(t; p; (a1, b0))‖∞ � logH,

E
(
|Kl(t; p; (a1, b0))−KlH(t; p; (a1, b0))|k

)
�k H−k/2.

(3) For every t ∈ [0, 1], the Laplace transform

E(eλRe Kl(t;p;(a1,b0))+νIm Kl(t;p;(a1,b0)))

is well-defined for all λ, ν ∈ Z�0. In particular, Kl(t; p; (a1, b0)) has mo-
ments of all orders, and

E(Kl(t; p; (a1, b0)) = 0, V(Kl(t; p; (a1, b0))) � t.

(4) The random series Kl(t; p; (a1, b0)) is almost surely a continuous, nowhere
differentiable function on [0, 1].

Proposition 5 is proved in the same way as [KS16, Proposition 2.1], so as in
[RR18] we omit the proof. We content ourselves with noting that these proper-
ties, which follow from general facts about random Fourier series proved in Ka-
hane [Kah85], all rest on upper bounds on the coefficients in (3.4), which are eas-
ily uniform in p, and that the second estimate in item (2) follows from the fact
that Kl(t; p; (a1, b0))−KlH(t; p; (a1, b0)) is σ

2
H -subgaussian (see [Kow20, Definition

B.8.1]) with σH � (
∑

|h|>H |1/(2πih)|2)1/2 � H−1/2. The statements about the

mean and variance in (3) follow by passing to the limit in KlH(t; p; (a1, b0)) and
the Plancherel formula, noting that the weights on the right-hand side of (3.4) are
Fourier coefficients of the characteristic function of [0, t] + Z ⊆ R/Z. The variance
V(Kl(t; p; (a1, b0))) may in fact be fully explicated using the Plancherel formula,
though this is not needed for our purposes.

3.2. Renormalization of Kloosterman paths and completion. In this sec-

tion, we define a slight renormalization of Kloosterman paths K̃lpn(t; (a, b0)) :
[0, 1] → C, which is better suited to the completion techniques. As the two main

lemmata of this section, we express K̃lpn(t; (a, b0)) in terms of complete Klooster-

man sums (1.1), and we show that the complex moments of K̃lpn(t; (a, b0)) are very
close to those of the original paths Klpn(t; (a, b0)).

Specifically, define K̃lpn(t; (a, b0)) : [0, 1] → C as follows: for any k ∈
{1, 2, . . . , pn−1},

(3.5) ∀t ∈
(k − 1

pn−1
,

k

pn−1

]
, K̃lpn(t; (a, b0)) =

1

pn/2

∑×

1�x�xk(t)

epn(ax+ b0x),

where
xk(t) = ϕ(pn)t+ k − 1.

The corresponding complex moments are
(3.6)

M̃pn(t;m,n; (a1, b0)) =
1

pn−1

∑
a∈(Z/pnZ)×

a≡a1 mod p

k∏
i=1

K̃lpn(ti; (a, b0))
mi

K̃lpn(ti; (a, b0))
ni .

Then the two main results about the paths K̃l(t; (a, b0)) are as follows.
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Lemma 3 (Completion). The modified Kloosterman paths K̃lpn(t; (a, b0)) defined
in (3.5) satisfy

(3.7) K̃lpn(t; (a, b0)) =
1

pn/2

∑
h mod pn

(a−h)b0∈(Z/pZ)×2

αpn(h; t)Klpn(a− h; b0),

with certain coefficients αpn(h; t), which are shown in (3.9) and satisfy, for h ∈ Z
with |h| < 1

2p
n,

(3.8)

1

pn/2
αpn(h; t) � min

(
1,

1

2|h|
)
;

1

pn/2
αpn(h; t) = β(h; t) + O

( 1

pn

)
, β(h; t) =

{
t, if h = 0,
e(ht)−1
2πih , otherwise.

Lemma 4 (Approximation of complex moments). The complex moments defined
in (3.1) and (3.6) satisfy

Mpn(t;m,n; (a1, b0)) = M̃pn(t;m,n; (a1, b0)) + O(m+n)

(
p−n/2 log(m+n)(pn)

)
.

The lemmas are mostly analogous to [RR18, Lemmata 4.2 and 4.4], so we will be
brief, emphasizing only the new aspects. The classical completion method (essen-
tially the Plancherel identity for the discrete Fourier transform) yields (3.7) with
coefficients αpn(h; t) defined for h ∈ Z/pnZ and 1 � k � pn−1 as

(3.9) ∀t ∈
(k − 1

pn−1
,

k

pn−1

]
, αpn(h; t) =

1

pn/2

∑
1�x�xk(t)

epn(hx),

and keeping in mind that Klpn(a− h, b0) = 0 if (a− h)b0 �∈ (Z/pZ)×2 by Lemma 2.
Executing the geometric sum in αpn(h; t) we obtain (3.8) for |h| < 1

2p
n, a condition

we remark should also be required in [RR18, Eq. (4.7)]. This proves Lemma 3.
The estimate (3.8) implies that∑

h mod pn

|αpn(h, t)| � pn/2 log(pn).

Coupling this with the bound |Klpn(a − h; b0)| � 2 from Lemma 2, we conclude
from (3.7) that

|K̃lpn(t; (a, b0))| � log(pn).

On the other hand, we have that

(3.10)
∣∣Klpn(t; (a, b0))− K̃lpn(t; (a, b0))

∣∣ � p

pn/2

by simply counting the number of terms different between the two sums and esti-
mating them trivially. Lemma 4 follows using this by subtracting the corresponding
terms in (3.1) and (3.6).
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Starting from the definition (3.6) of the complex moments of K̃lpn(ti; (a, b0)),
inserting the completion expansion (3.7), and expanding, we find that
(3.11)

M̃pn(t;m,n; (a1, b0))

=
1

pn(m+n)/2

∑
h∈H

�(m+n)

a1(pn)

k∏
i=1

mi∏
j=1

αpn(hi,j ; ti)

mi+ni∏
j=mi+1

αpn(hi,j ; ti)

× 1

pn−1

∑
a∈(Z/pnZ)×

a≡a1 mod p

k∏
i=1

mi+ni∏
j=1

Klpn(a− hi,j , b0),

where

Ha1(pn) =
{
h ∈ Z : |h| < 1

2p
n, (a1 − h)b0 ∈ (Z/pZ)×2

}
,

hi = (hi,1, . . . , hi,mi
, hi,mi+1, . . . , hi,mi+ni

) ∈ Hmi+ni

a1(pn) , and h = (h1, . . . ,hk) ∈
H

(m+n)
a1(pn) .

Expansion (3.11) makes clear the central importance of the sums of products of

Kloosterman sums for the estimation of M̃pn(t;m;n; (a1, b0)). We devote the next

subsection to these, and return to the analysis of M̃pn(t;m;n; (a1, b0)) in §3.4.

3.3. Sums of products of Kloosterman sums. The inner sum in (3.11) is a sum
of products of Kloosterman sums, or equivalently a moment of shifted Kloosterman
sums, which for μ : Z/pnZ → Z�0 we denote more generally by

(3.12) Spn(μ; a1, b0) =
1

pn−1

∑
a∈(Z/pnZ)×

a≡a1 mod p

∏
τ∈Z/pnZ

Klpn(a− τ, b0)
μ(τ).

Denoting

T (μ) = {τ ∈ Z/pnZ : μ(τ ) � 1},
and applying the explicit evaluation of Kloosterman sums in Lemma 2, we get that

Spn(μ; a1, b0)

=
1

pn−1

∑
a∈(Z/pnZ)×

a≡a1 mod p

∏
τ∈T (μ)

((
((a− τ )b0)1/2

pn

)
Re

[
εpne

(
2((a− τ )b0)1/2

pn

)])μ(τ)

if (a1 − τ )b0 ∈ (Z/pZ)×2 for every τ ∈ T (μ) (in which case we recall that
(
(a −

τ )b0)1/2/p
n
)
denotes the Jacobi symbol), and Spn(μ; a1, b0) = 0 otherwise. Ex-

panding the real parts, we may write

Spn(μ; a1, b0) =
1

2‖μ‖1

1

pn−1

∑
a∈(Z/pnZ)×

a≡a1 mod p

∏
τ∈T (μ)

(
((a− τ )b0)1/2

pn

)μ(τ)

×
μ(τ)∑
uτ=0

(
μ(τ )

uτ

)
ε
μ(τ)−2uτ

pn e

(
2(μ(τ )− 2uτ )((a− τ )b0)1/2

pn

)
.
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Denoting, for every T ⊆ Z/pnZ such that (a1 − τ )b0 ∈ (Z/pZ)×2 for every τ ∈ T ,
and for every sequence ε = (ετ )τ∈T ,

fT,ε(a) =
∑
τ∈T

ετ ((a− τ )b0)1/2,(3.13)

ST,ε
pn (a1, b0) =

1

pn−1

∑
a∈(Z/pnZ)×

a≡a1 mod p

e

(
fT,ε(a)

pn

)
,(3.14)

we may write

(3.15) Spn(μ; a1, b0) =
∑

u∈U(μ)

c(μ,u; a1, b0)ST (μ),μ−2u
pn (a1, b0),

where U(μ) =
∏

τ∈T (μ)[0,μ(τ )] and, for u ∈ U(μ),

c(μ,u; a1, b0) =
1

2‖μ‖1

∏
τ∈T (μ)

(
((a1 − τ )b0)1/2

pn

)μ(τ) (
μ(τ )

uτ

)
ε
μ(τ)−2uτ

pn .

Estimation of the sums ST,ε
pn (a1, b0) shown in (3.13) is the main subject of Sec-

tion 4. It will be seen there (Theorem 4) that, at least when there are no high
collusions among the elements of the set of shifts T , these sums feature power can-
cellation unless ε = 0 (or equivalently if we can take T = ∅), which corresponds to
the term with μ = 2u in (3.15), if 2 | μ so that such a term is in fact present.

Specifically, applying Theorem 4 to (3.15) we obtain the following asymptotic for
sums of products of Kloosterman sums. While we do not directly insert Theorem 3

in our analysis of M̃pn(t;m;n; (a1, b0)), we state it here for its independent interest.

Theorem 3 (Moments of shifted Kloosterman sums). For every M > 0, there
exist constants δi = δi(M) (i = 1, 2) such that, for every μ : Z/pnZ → Z�0 such

that ‖μ‖∞ � M and τ �≡ τ ′ (mod p�δ2n�) for every τ �= τ ′ ∈ T (μ), the normalized
moment of shifted Kloosterman sums, given for a1, b0 ∈ (Z/pZ)× by (3.12), satisfies

Spn(μ; a1, b0) =
∏

τ∈T (μ)

δ2|μ(τ)
1

2μ(τ)

(
μ(τ )

μ(τ )/2

)
+O‖μ‖1

(p−δ1n).

Remark 5. Recalling (3.2), from Theorem 3 it follows in particular that, for a1b0 ∈
(Z/pZ)×2, and for every m ∈ Z�0, there exists a δ > 0 such that, for every n � 2,

(3.16)
1

pn−1

∑
a∈(Z/pnZ)×

a≡a1 mod p

Klpn(a, b0)
m = E(U �m) + Om(p−δn),

where U � is a random variable distributed according to the probability law μ in
(1.4). In other words, the ensemble of normalized Kloosterman sums Klpn(a, b0)
with a ∈ (Z/pnZ)×a1

is equidistributed in [−2, 2] with respect to μ as n → ∞. This
statement should be contrasted with the analogous statement [RR18, Remark 4.11]
for n fixed and p → ∞ with the measure μU shown in (1.6); it also intuitively
explains the shape of the limiting random series (1.5) as compared to (1.7). We
refer to [RR18, Remark 4.11] for other instances in which equidistribution with
respect to μ and μU has been noted. In fact, in this case, the analogue of (3.16)
holds even in substantially smaller orbits a ≡ a1 (mod pκ) with any κ � n − 2,
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with a substantially stronger error term Om(p−(n−κ)/2), because (3.16) encounters
no singular stationary points in the situation of Theorem 4.

More generally, for any fixed finite set T ⊆ Z such that (a1 − τ )b0) ∈ (Z/pZ)×2

for every τ ∈ T , there exists a δ = δ(T ) > 0 such that, for every tuple m =
(mτ )τ∈T ∈ ZT

�0 and every n � n0(T, ‖m‖1),

1

pn−1

∑
a∈(Z/pnZ)×

a≡a1 mod p

∏
τ∈T

Klpn(a− τ, b0)
mτ = E

( ∏
τ∈T

U �mτ
τ

)
+Om(p−δn),

for any sequence of independent random variables U �
τ identically distributed ac-

cording to μ; cf. (3.3). Thus the tuple (Klpn(a − τ, b0))τ∈T is equidistributed in

[−2, 2]|T | with respect to ⊗|T |μ.

3.4. Isolation of the main and error terms. We now return to (3.11) and

denote, for h ∈ H
(m+n)
a1(pn) , by μh : Z/pnZ → Z�0 the function defined by μh(τ ) =

{(i, j) : 1 � i � k, 1 � j � mi + ni, hi,j ≡ τ mod pn}|, so that the inner sum in
(3.11) is precisely Spn(μh; a1, b0). To this sum we apply the decomposition (3.15)
and isolate as in Theorem 3 the term with μh = 2u, which, if present, contributes

c(μh;μh/2; a1, b0)ST (μh),0
pn (a1, b0) =

∏
τ∈T (μh)

1

2μh(τ)

(
μh(τ )

μh(τ )/2

)
.

In this way we obtain

(3.17) M̃pn(t;m,n; (a1, b0)) = M̃pn
′(t;m,n; (a1, b0)) + Errpn(t;m,n; (a1, b0)),

where

M̃pn
′(t;m,n; (a1, b0))

=
1

pn(m+n)/2

∑
h∈H

�(m+n)

a1(pn)

k∏
i=1

mi∏
j=1

αpn(hi,j ; ti)

mi+ni∏
j=mi+1

αpn(hi,j ; ti)(3.18)

×
∏

τ∈T (μh)

δ2|μh(τ)
1

2μh(τ)

(
μh(τ )

μh(τ )/2

)
,

Errpn(t;m,n; (a1, b0))

(3.19)

=
1

pn(m+n)/2

∑
h∈H

�(m+n)

a1(pn)

k∏
i=1

mi∏
j=1

αpn(hi,j ; ti)

mi+ni∏
j=mi+1

αpn(hi,j ; ti)(3.20)

×
∑

u∈U(μh)
μh =2u

c(μh,u; a1, b0)ST (μ),μh−2u
pn (a1, b0).
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Using (3.3) and (3.8), we find that M̃pn
′(t;m,n; (a1, b0)) equals

(3.21)

1

pn(m+n)/2

∑
h∈H

�(m+n)

a1(pn)

k∏
i=1

mi∏
j=1

αpn(hi,j ; ti)

mi+ni∏
j=mi+1

αpn(hi,j ; ti)E

( k∏
i=1

mi+ni∏
j=1

U �
hi,j

)

=
∑

h∈H
�(m+n)

a1(pn)

k∏
i=1

mi∏
j=1

β(hi,j ; ti)

mi+ni∏
j=mi+1

β(hi,j ; ti)E

( k∏
i=1

mi+ni∏
j=1

U �
hi,j

)

+O(m+n)

(
log(m+n)(pn)

pn

)
= E

( k∏
i=1

Kl pn−1
2

(ti; p;(a1,b0))
mi
Kl pn−1

2
(ti; p;(a1,b0))

ni

)
+O(m+n)

(
log(m+n)(pn)

pn

)

= E
( k∏

i=1

Kl(ti; p; (a1, b0))
mi

Kl(ti; p; (a1, b0))
ni

)
+O(m+n)

(
log(m+n)(pn)

pn/2

)
,

recalling the definition (3.4) and using Proposition 5, items (2) and (3), coupled
with Hölder’s inequality in the final step.

Combining (3.17), (3.21), and (3.20), we obtain the following.

Proposition 6. The complex moment M̃pn(t;m,n; (a1, b0)) defined in (3.6) sat-
isfies

M̃pn(t;m,n; (a1, b0)) = E
( k∏
i=1

Kl(ti; p; (a1, b0))
mi

Kl(ti; p; (a1, b0))
ni

)
+ Errpn(t;m;n; (a1, b0)) + O(m+n)

(
log(m+n)(pn)

pn/2

)
,

where the error term Errpn(t;m;n; (a1, b0)) is defined in (3.20).

3.5. Estimation of error terms. In this section, we address the term
Errpn(t;m;n; (a1, b0)), and use the estimates on complete exponential sums from
Section 4 to prove the following estimate.

Proposition 7. There exists a constant δ = δ(‖m‖1 + ‖n‖1) > 0 such that the
error term Errpn(t;m;n; (a1, b0)) defined in (3.20) satisfies

Errpn(t;m;n; (a1, b0)) �(m+n) p
−δn.

Proof. For every h ∈ H
(m+n)
a1(pn) , let

Δ(h) = min
{
‖hi,j − hi′,j′‖p : (i, j) �= (i′, j′)

}
,

where here and later in the proof all (i, j) range through the set of indices {1 � i �
k, 1 � j � mi + ni}. Then, Theorem 4 shows that the sums ST (μh,μh−2u)

pn (a1, b0)

appearing in Errpn(t;m;n; (a1, b0)) exhibit power cancellation for Δ(h) > p−δ2n.
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With this in mind, we decompose

Errpn(t;m;n; (a1, b0)) = Errpn(t;m;n; (a1, b0))
◦ + Errpn(t;m;n; (a1, b0))

sing

:=
1

pn(m+n)/2

∑
h∈H

�(m+n)

a1(pn)

Δ(h)>p−δ2n

· · ·+ 1

pn(m+n)/2

∑
h∈H

�(m+n)

a1(pn)

Δ(h)�p−δ2n

· · · ,

with terms in both summations exactly as in (3.20).
Using Theorem 4 and the estimate (3.8) of Lemma 3, we can estimate

Errpn(t;m;n; (a1, b0))
◦ �(m+n)

∑
h∈H

�(m+n)

a1(pn)

1∏k
i=1

∏mi+ni

j=1 (|hi,j |+ 1)
p−δ1n

�(m+n) log
(m+n)(pn)p−δ1n,

which is clearly acceptable. As for Errpn(t;m;n; (a1, b0))
sing, we begin by noting

the simple estimate that, for every h ∈ Z,∑
{h′ =h:

M�|h′|�|h|,
h′≡h mod pr}

1

|h′|+ 1
� logM

pr
,

simply by writing h′ = h+ prl with l ∈ Z. Using this we can estimate

Errpn(t;m;n; (a1, b0))
sing

��(m+n)

∑
(i0,j0) �=(i′,j′)

∑
h∈H

�(m+n)
a1(pn)

hi′,j′ �=hi0,j0
|hi′,j′ |�|hi0,j0

|
hi′,j′≡hi0,j0

mod p�δ2n�

1∏k
i=1

∏mi+ni
j=1

(i,j) �=(i′,j′)

(|hi,j |+1)

1

|hi′,j′ |+1

��(m+n) log
�(m+n)(pn)p−δ2n,

which is also acceptable. Putting everything together proves the proposition. �

4. Complete exponential sums

4.1. Hensel’s lemma. In this section, we prove a version of Hensel’s lemma for
roots of a congruence of the form

f(x) ≡ 0 (mod pn),

where, for some domain X ⊆ Z/pnZ, f : X → Z/pnZ is a function satisfying a
condition resembling differentiability (in particular, f could arise from an honestly
analytic function on a domain inside Zp), and roots may be singular in a controlled
fashion.

Importantly we remove the condition that f is a polynomial, which is used
in, say, [NZM91, Theorem 2.24]. Of course, since we are talking about functions
on X ⊆ Z/pnZ, they can automatically formally be expressed as polynomials;
however, these are typically of very high degree, which can be deadly in applications
(cf. [RR18]). More properly speaking we remove the requirement to think of f as
a polynomial; rather, we typically think of f as a reduction of a fixed p-adically
analytic function on a subdomain of Zp.
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Lemma 5 (Hensel’s lemma with singular roots). Let n � κ0 � 1, let a domain
X ⊆ Z/pnZ be (pκ0Z/pnZ)-translation invariant, and let f, f1 : X → Z/pnZ be
functions such that

(4.1) f(x+pκt) ≡ f(x)+f1(x)p
κt (mod pmin(2κ,n)) (x ∈ X, t∈Z/pnZ, κ�κ0).

Suppose that a ∈ X satisfies for some 0 � ρ < n

f(a) ≡ 0 (mod pj), pρ ‖ f1(a), j � min(2ρ+ 1, ρ+ κ0).

Then:

(1) If b ∈ X satisfies b ≡ a (mod pj−ρ), then f(b) ≡ 0 (mod pj) and pρ ‖ f1(b).
(2) There is a unique t modulo p such that f(a+ tpj−ρ) ≡ 0 (mod pj+1).
(3) There is a unique t modulo pn−j such that

f(a+ tpj−ρ) ≡ 0 (mod pn).

Proof. Along the similar lines as in [NZM91, Theorem 2.24], since 2j − 2ρ � j + 1,
using (4.1) we have for b = a+ tpj−ρ ∈ X that

(4.2) f(b) = f(a+ tpj−ρ) ≡ f(a) + f1(a)tp
j−ρ (mod pj+1).

In particular, since the right-hand side is divisible by pj , so is the left side, and
f(b) ≡ 0 (mod pj). Moreover using (4.1) with the roles of a and b switched, we
find that

(4.3) f1(a)tp
j−ρ ≡ f(b)− f(a) ≡ −f1(b)(−tpj−ρ) (mod pj+1),

from which it follows in particular that pρ ‖ f1(b). This is immediate from (4.3)
if p � t, and otherwise follows by first arguing that pρ ‖ f1(a + pj−ρ) and then
pρ ‖ f1(b). This completes the proof of (1).

Dividing both sides of (4.2) by pj , the above congruence is equivalent to the
non-degenerate linear congruence

f(a+ tpj−ρ)

pj
≡ f(a)

pj
+ t

f1(a)

pρ
(mod p),

which has a unique solution in t modulo p. This proves (2), and (3) follows by
induction. �

4.2. Estimates on complete exponential sums. Let T ⊆ Z/pnZ and b0 ∈
(Z/pnZ)×. Define

(4.4) (Z/pnZ)[T ] =
{
a ∈ Z/pnZ : (a− τ )b0 ∈ (Z/pnZ)×2 for every τ ∈ T

}
.

Further, for every vector ε = (ετ )τ∈T ∈ ZT , we define a function fT,ε : (Z/pnZ)[T ] →
Z/pnZ by

(4.5) fT,ε(a) =
∑
τ∈T

ετ ((a− τ )b0)1/2,

where (·)1/2 is the branch of square root fixed in §2.2. This is the phase appearing in
(3.13), and hence the central importance of Theorem 4 for the proof of Theorem 1.
The principal result of this section is the following Theorem 4.

Theorem 4. For every M > 0, there exist constants δi = δi(M) > 0 (i = 1, 2)
such that for every n ∈ N, T ⊆ Z/pnZ, every set X ⊆ (Z/pnZ)[T ] as in (4.4) that
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is invariant under translations by p�δ2n�Z/pnZ, ε = (ετ )τ∈T ∈ ZT with ‖ε‖1 =∑
τ∈T |ετ | � M , and fT,ε as in (4.5), either∑

a∈X

e

(
fT,ε(a)

pn

)
�|T | p

(1−δ1)n

or

τ ≡ τ ′ (mod p�δ2n�)

for some τ, τ ′ ∈ T with τ �= τ ′ and ετ , ετ ′ �= 0.

The function fT,ε shown in (4.5) may, of course, be understood as the reduction
of a properly p-adic analytic function on an open domain whose reduction modulo
pnZp is (Z/pnZ)[T ]. Though we will not explicitly use the fact that these are

derivatives of f , we consider for every j ∈ Z�0 the function f
(j)
T,ε : (Z/pnZw)[T ] →

Z/pnZ given by

(4.6) f
(j)
T,ε(a) =

∑
τ∈T

ετ
(
1/2
j

)
((a− τ )b0)

1−2j
1/2 .

Definition 2. Let n ∈ N, T ⊆ Z/pnZ, ε ∈ ZT , and let fT,ε be as in (4.5). For

J ∈ N, r ∈ Z�0, we say that a ∈ (Z/pnZ)[T ] is pr-singular of order J for fT,ε if

f
(j)
T,ε(a) ≡ 0 (mod pr) for every 1 � j � J,

and we denote the set of such residues as 〈fT,ε, J, p
r〉.

The notion of pr-singular solutions of increasing order underlies the following
two statements, which are the key propositions of this section.

Proposition 8. For every J ∈ N, there exist constants δi = δi(J) > 0 (i = 1, 2)
such that for every n ∈ N, T ⊆ Z/pnZ, every set X ⊆ (Z/pnZ)[T ] as in (4.4) that
is invariant under translations by p�δ2n�Z/pnZ, ε ∈ ZT , and fT,ε as in (4.5),∑

a∈X

e

(
fT,ε(a)

pn

)
=

∑
a∈X∩〈fT,ε,J,p�δ2n�〉

e

(
fT,ε(a)

pn

)
+OJ

(
p(1−δ1)n

)
.

Proposition 9. For every M0,M1 > 0, there exist constants δ = δ(M0) > 0 and
� = �(M1) such that for every n ∈ N, T ⊆ Z/pnZ with |T | � M0, ε ∈ ZT with
‖ε‖1 � M1, fT,ε as in (4.5), and r ∈ N,

min
{
‖τ − τ ′‖p : τ �= τ ′ ∈ T, ετ , ετ ′ �= 0

}
� p−δ(r−�) ⇒ 〈fT,ε, |T |, pr〉 = ∅.

Theorem 4 follows directly from Propositions 8 and 9. Proposition 8 iterates
the method of stationary phase (Lemma 1) to show that all terms in the complete
exponential sums with phase fT,ε exhibit power cancellation except possibly for the
highly singular terms satisfying an increasing number of congruences to a sizable
power of p. Proposition 9 uses a completely different argument to show that the
latter cannot happen with |T | or more conditions, unless the shifts τ ∈ T in (4.5)
themselves collude to a sizable power of p.

We note that the proof of Proposition 8 shows that δ1(J) = (1 − 2α)αJ−1,
δ2(J) = αJ is allowable for every fixed 0 < α < 1

2 . The proof of Proposition 9 shows

that δ(M0) =
(
M0

2

)−1
is allowable and gives an explicit (fairly mild) dependence of

� = �(M1), cf. (4.11).
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Proof of Proposition 8. We begin by noting that we may assume that n is suffi-
ciently large, since otherwise the conclusion is vacuous. Next, we note that (2.1)

implies that the system of functions f
(j)
T,ε : (Z/pnZ)[T ] → Z/pnZ defined in (4.6)

satisfies (4.1) in the form

f
(j)
T,ε(x+ pκt) ≡ f

(j)
T,ε(x) + f

(j+1)
T,ε (x) · pκt (mod pmin(2κ,n))

for x ∈ (Z/pnZ)[T ], κ � 1, and t ∈ Z/pnZ. In particular, for every J, r ∈ N, the set
〈fT,ε, J, p

r〉 is invariant under translations by prZ/pnZ.
We prove Proposition 8 by induction on J . For J = 1, this follows immediately

(with δ2 = 1
2 , and no error term, so δ1 = 1) from the stationary phase Lemma 1.

Suppose the claim is proved from some J ∈ N, and denote for brevity r = �δ2n� and
X〈J, pr〉 = X ∩ 〈fT,ε, J, p

�δ2n�〉. In particular, we may assume that r is sufficiently
large. Fixing 0 < α < 1

2 and r′ = �α(r − 1)�, we have a disjoint union

X〈J, pr〉 = X〈J, pr〉� X〈J, pr〉�,(4.7)

X〈J, pr〉� =
{
a ∈ X〈J, pr〉 : pρ ‖ f

(J+1)
T,ε (a) for some 0 � ρ � r′

}
,

X〈J, pr〉� =
{
a ∈ X〈J, pr〉 : pr′+1 | f (J+1)

T,ε (a)
}
.

The idea is that the set X〈J, pr〉� collects points a ∈ X〈J, pr〉 where we have some

control on the order of possible singularity of a as a root of f
(J)
T,ε (x) ≡ 0 (mod pr),

putting us in position to use the possibly singular Hensel’s Lemma 5 to control the
number of such a. The remaining set X〈J, pr〉� consists of the more stubbornly
deeply singular points a ∈ X〈J, pr〉; we do not get to control their number, but we
collect more information about them.

Specifically, for every 0 � ρ � r′ and every 2ρ+ 1 � j � r, let

N(fT,ε, J, p
j ; pρ) =

{
x ∈ (Z/pnZ)[T ] : f

(J)
T,ε (x) ≡ 0 (mod pj), pρ ‖ f

(J+1)
T,ε (x)

}
.

In particular, X〈J, pr〉� ⊆ X ∩ r′

ρ=0N(fT,ε, J, p
r; pρ).

Conclusion (1) of Lemma 5 shows that the set N(fT,ε, J, p
j; pρ) is invariant

under translations by pj−ρZ, while conclusion (3) shows that each element of
N(fT,ε, J, p

2ρ+1; pρ)/pρ+1Z lifts to a unique element of N(fT,ε, J, p
r; pρ)/pr−ρZ. In

total, |N(fT,ε, J, p
r; pρ)/prZ| � p2ρ+1.

The setX〈J, pr〉� is thus invariant under translations by prZ, and |X〈J, pr〉�/prZ|
�

∑r′

ρ=0 p
2ρ+1 � p2αr. Hence

(4.8)
∣∣X〈J, pr〉�

∣∣ � pn−(1−2α)r.

On the other hand, of course,

(4.9) X〈J, pr〉� ⊆ X〈J + 1, pr
′〉.

The inductive step claim for J + 1 follows from (4.7), (4.8), and (4.9). �
Proof of Proposition 9. We prove the proposition by contraposition. Using (4.6),
the assumption that a ∈ 〈fT,ε, |T |, pr〉 may be explicitly written as

(4.10)
∑
τ∈T

(
1/2
j

)
((a−τ )b0)

−(j−1)·ετ ((a−τ )b0)
−1
1/2 ≡ 0 (mod pr) (1 � j � |T |).

Let

(4.11) �1 = max
1�j�|T |

ordp
(
1/2
j

)
, �2 = min

τ∈T
ordp ετ , � = �1 + �2;
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in particular, it is clear that �1 depends on |T | only and �2 depends on ‖ε‖∞ only.
Denoting by A ∈ (Z/pr−�Z)|T |×|T | and v ∈ (Z/pr−�Z)|T | the matrix and vector
given by

A =
(
((a− τ )b0)

−(j−1)
)
τ∈T, 1�j�|T |

, v =
(
p−�2ετ ((a− τ )b0)

−1
1/2

)
τ∈T

,

the condition (4.10) implies that

Av ≡ 0 (mod pr−�).

From the definition of �2 in (4.11), the vector v ∈ (Z/pr−�Z)|T | has at least one
unit coordinate vτ0 ∈ (Z/pr−�Z)×. Using Gaussian elimination as in the proof of
Cramer’s rule, which we emphasize can be performed in the ring Z/pr−�Z without
division by non-units, from this we can conclude that

det(A) · vτ0 ≡ 0 (mod pr−�),

and hence pr−� | detA. But the matrix A is a Vandermonde matrix, and so (keeping
in mind that b0 ∈ (Z/pnZ)×) this condition implies that

pr−� | detA ∈ (Z/pr−�Z)×
∏

{τ =τ ′}⊆T

(τ − τ ′),

from which we can conclude that, for some τ �= τ ′ ∈ T ,

p�(
|T |
2 )

−1
(r−�)� | (τ − τ ′).

The claim of the proposition follows. �

Remark 6. The method of this section works in much more generality. It is not
hard to see, for example, that it immediately applies to complete sums of arithmetic
functions F : X → C, X ⊆ Z/pnZ satisfying for κ � �n/2� a condition of the form

F (a+ pκt) = F (a)e

(
pκt · f1(a)

pn

)
,

where f1(a) is a linear combination of fixed branches of a set T of power functions
(defined on a1 + pZ/pnZ by the power series s(a1)(1 + pā1x)

α modulo pn, α �∈
{0, 1, . . . , |T |−1}, with a suitable choice function s similarly to §2.2). For example,
via Postnikov’s formula (see [Mil16, Lemma 13]), F could be the product of finitely
many linear shifts of Dirichlet characters modulo pn or combinations thereof with
Kloosterman sums or other summands that themselves arise as sums of certain
complete exponential sums modulo pn.

5. Convergence in law

In this section, we prove all of our principal statements about convergence in law
of random variables induced by Kloosterman paths. §5.1 and §5.2 are devoted to
the convergence in law statement of Theorem 1. We deduce this from convergence
in the sense of finite distributions by using Prokhorov’s criterion (Proposition 2),
which requires tightness and which we in turn verify using Kolmogorov’s criterion
(Proposition 3). We follow a similar strategy in §5.3, where we prove Theorem 2
on the limiting distribution of rearranged Kloosterman paths, and in §5.4, where
in Theorem 5 we prove the convergence in law of Kl•(·; p) → Kl as p → ∞.
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5.1. Tightness. The goal of this section is to prove the following statement, which
is a key ingredient in verifying the tightness criterion for convergence in law in
Theorem 1.

Proposition 10. Let p be a fixed odd prime, and let a1, b0 ∈ (Z/pZ)×. For every
even integer α � 4, there exists a β = β(α) > 0 such that, for every 0 � s, t � 1,

1

pn−1

∑
a∈(Z/pnZ)×a1

∣∣Klpn(t; (a, b0))−Klpn(s; (a, b0))
∣∣α �α |t− s|1+β .

Using Kolmogorov’s criterion (Proposition 3), this immediately implies the fol-
lowing.

Corollary 3. The sequence of C0([0, 1],C)-valued random variables Klpn(·; (a1, b0))
defined in (1.3) is tight as n → ∞.

Proposition 10 follows directly from Lemmata 6, 8, and 9. A similar tightness
proposition was proved in [RRS20, Theorem 1.2], for a fixed n � 31 and p → ∞,
and with a very large α; we follow their outline but with substantial adjustments.
The core of the argument in [RRS20] was in available estimates on incomplete
Kloosterman sums of the form (5.1) in an interval I of length pn(1/2−λ) � |I| �
pn(1/2+λ) for some small λ > 0. As will be seen in the proof of Lemma 9, this range
of interest is directly related to the strength of the error terms in estimates of sums
of products of Kloosterman sums, which are more delicate in the n → ∞ aspect
(Theorem 4).

The exponential sum core of Proposition 10 is the estimate (5.1), which shows
that incomplete Kloosterman sums over intervals I as long as |I| � p(1−λ)n for an
arbitrarily small λ > 0 exhibit cancellation better than Pólya–Vinogradov strength.
We deduce this estimate in Proposition 11 from the machinery of p-adic exponent
pairs of [Mil16].

We also sharpen the treatment of the “middle range”, 1/(ϕ(pn)− 1) � |t− s| �
p−λn; our Lemma 8 shows (crucially for us) that in fact any α > 2 suffices in this
range. We remind the reader that, as in the rest of the paper, all implicit constants
are allowed to (polynomially) depend on p, so that the estimates are nontrivial only
for sufficiently large n.

Proposition 11. For every 0 < λ < 1, there exists a δ = δ(λ) > 0, depending on
λ only, such that for every n ∈ N and every interval I of length |I| � pn(1−λ) and
every a, b ∈ (Z/pnZ)×,

(5.1)
1

pn/2

∑
x∈I

epn(ax+ bx̄) �λ p−nδ.

Remark 7. In its qualitative form (up to the specific dependence of δ = δ(λ)),
this proposition is essentially dual, via completion or the B-process of [Mil16],
to [LSZ18, Theorem 1.2], which establishes power cancellation in short sums of
Kloosterman sums of length � pnλ to a high prime power modulus pn.

Proof. We use the terminology and notation of [Mil16]. Fix a k ∈ N with k > 1/λ,
and consider the p-adic exponent pair given by [Mil16, Theorem 2]

BAkB(0, 1) =
(2k−1 − k

2k − 2
,
2k−1

2k − 2

)
.
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Then, according to [Mil16, Definition 2], there exists a δ′ > 0 such that∑
x∈I

epn(ax+ bx̄) �k (pn)
2k−1−k

2k−2 |I|
k

2k−2 (log pn)δ
′
.

In fact it is clear from [Mil16, Theorems 4 and 5] that we can take δ′ = 1
2 , although

this is not important for us. Using the condition that |I| � pn(1−λ) and picking
any 0 < ε < kλ− 1, we conclude that∑

x∈I
epn(ax+ bx̄) �k,ε (p

n)
2k−1−k+k(1−λ)+ε

2k−2 = pn/2−nδ,

with δ = kλ−(1+ε)
2k−2

> 0. �

Having established the requisite exponential sum input in Theorem 4 and Propo-
sition 11, in the following four lemmata we prove estimates on (the moments over
a ∈ (Z/pnZ)×a1

of) |Klpn(t; (a, b0))−Klpn(s; (a, b0))|α which establish Proposition 10
in different ranges of |t − s|, starting from the very short ranges in Lemma 6 and
proceeding, via the auxiliary Lemma 7, to the intermediate and long ranges in
Lemmata 8 and 9.

Lemma 6 ([RRS20, Lemma 4.2]). If α > 0 and

0 � |t− s| � 1

ϕ(pn)− 1
,

then ∣∣Klpn(t; (a, b0))−Klpn(s; (a, b0))
∣∣α � 2α|t− s|α/2.

Lemma 7 ([RRS20, Lemma 4.3]). If α � 1 and

|t− s| � 1

ϕ(pn)− 1
,

then∣∣Klpn(t; (a, b0))−Klpn(s; (a, b0))
∣∣α �α |t−s|α/2+

∣∣K̃lpn(t; (a, b0))−K̃lpn(s; (a, b0))
∣∣α.

We import Lemmata 6 and 7 directly from [RRS20] with the same proofs, noting
that each holds without an average over a, and that, although the statements there
ask for n � 2 to be fixed, this is never used in the proofs. Indeed, in this very
short regime for |t − s|, Lemma 6 involves no arithmetic estimates and holds as
an absolute inequality; the proof of Lemma 7 also holds essentially verbatim, only
substituting (3.10) in place of [RRS20, (5)] at the first step.

Lemma 8. For every 0 < λ < 1, there exists a b = b(λ) > 0 such that, for every
α � 2 and n ∈ N, if

1

ϕ(pn)− 1
� |t− s| � p−nλ,

then

1

pn−1

∑
a∈(Z/pnZ)×a1

∣∣Klpn(t; (a, b0))−Klpn(s; (a, b0))
∣∣α �α |t− s|1+b(α−2).
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Proof. We start by observing that, from the definition of K̃lpn(·; (a, b0)),

(5.2) K̃lpn(t; (a, b0))− K̃lpn(s; (a, b0)) =
1

pn/2

∑
x∈Is,t

epn(ax+ b0x̄),

for a certain interval Is,t of length |Is,t| � pn|t− s|; cf. [RRS20, (19)].
Take for now an arbitrary α � 0. If λ � 2

3 , then |t−s| � p−2n/3, and, estimating
the exponential sum in (5.2) trivially and using Lemma 7, we conclude that for
every a ∈ (Z/pnZ)×,

(5.3)
∣∣Klpn(t; (a, b0))−Klpn(s; (a, b0))

∣∣α �α |t−s|α/2+|t−s|αpαn/2 �α |t−s|α/4.

In the more interesting case λ < 2
3 , when |t − s| > p−2n/3, estimating the

exponential sum in (5.2) using Proposition 11, and using Lemma 7, we conclude
that there exists a δ = δ(λ) > 0 such that, for every a ∈ (Z/pnZ)×,

(5.4)

∣∣Klpn(t; (a, b0))−Klpn(s; (a, b0))
∣∣α �α |t− s|α/2 + p−αnδ

�α,λ |t− s|α/2 + |t− s|(3/2)αδ.
On the other hand, using orthogonality, we have that

(5.5)
1

pn−1

∑
a∈(Z/pnZ)×a1

∣∣K̃lpn(t; (a, b0))− K̃lpn(s; (a, b0))
∣∣2 � |Is,t|

pn
� |t− s|.

Lemma 7 then shows that (5.5) also holds with Klpn in place of K̃lpn . Combining
that estimate with (5.3) and (5.4) with α− 2 � 0 in place of α, we conclude that

1

pn−1

∑
a∈(Z/pnZ)×a1

∣∣Klpn(t; (a, b0))−Klpn(s; (a, b0))
∣∣α �α |t− s|1+b(α−2),

with b = min( 14 ,
3
2δ(λ)) > 0. (The cutoff at 2

3 was chosen for concreteness, and the

argument applies with a cutoff at any λ0 > 1
2 , leading to slightly different choices

for 0 < b < 1
2 .) �

Lemma 9. For every even integer α � 2, there exists a 0 < λ < 1 such that, if

p−λn � |t− s| � 1,

then

1

pn−1

∑
a∈(Z/pnZ)×a1

∣∣Klpn(t; (a, b0))−Klpn(s; (a, b0))
∣∣α � |t− s|α/2.

Proof. Analogously to the proof of [RRS20, Lemma 4.6], define a random variable

Klpn

(
t;
pn − 1

2
; (a1, b0)

)
=

∑
|h|�(pn−1)/2

(a1−h)b0∈(Z/pZ)×2

αpn(h; t)U �
h,

where U �
h is a sequence of independent random variables of probability law μ in

(1.4), similarly to (3.4) with H = 1
2 (p

n − 1) but with coefficients αpn(h; t) in place
of β(h; t). Then we have as in [RRS20, (20)]

E

(∣∣∣∣Klpn

(
t;
pn − 1

2
; (a1, b0)

)
−Klpn

(
s;

pn − 1

2
; (a1, b0)

)∣∣∣∣α) � 32α/2cα|t− s|α/2
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with a certain cα > 0. This is an absolute, purely probabilistic inequality which
does not depend on any estimates of Kloosterman sums.

On the other hand, expanding using (3.7), we obtain

1

pn−1

∑
a∈(Z/pnZ)×a1

|K̃lpn(t; (a, b0))− K̃lpn(s; (a, b0))|α

=
1

pn−1

∑
a∈(Z/pnZ)×a1

∣∣∣∣ 1

pn/2

∑
h mod pn

(a−h)b0∈(Z/pZ)×2

(
αpn(h; t)−αpn(h; s)

)
Klpn(a−h; b0)

∣∣∣∣α

=
1

pαn/2

∑
h∈Hα

a1(pn)

α/2∏
j=1

(
αpn(hj ; t)− αpn(hj ; s)

) α∏
j=α/2+1

(
αpn(hj ; t)− αpn(hj ; s)

)
× 1

pn−1

∑
a∈(Z/pnZ)×a1

α∏
j=1

Klpn(a− hj , b0),

as in (3.11). We now proceed as in the proofs of Propositions 6 and 7, which includes
the use of Theorem 4 with a phase fT,ε as in (4.5) with |T | � α and ‖ε‖1 � 2α.
This shows (cf. (3.21) and Proposition 7) that there exists a δ = δ(α) > 0 such that

1

pn−1

∑
a∈(Z/pnZ)×a1

∣∣K̃lpn(t; (a, b0))− K̃lpn(s; (a, b0))
∣∣α

= E

(∣∣∣∣Klpn

(
t;
pn − 1

2
; (a1, b0)

)
−Klpn

(
s;

pn − 1

2
; (a1, b0)

)∣∣∣∣α)+Oα

(
1

pδn

)
�α |t− s|α/2 + p−δn.

Picking for concreteness λ = 2δ(α)/α, and invoking Lemma 7 again, we conclude
that for |t− s| � p−λn

1

pn−1

∑
a∈(Z/pnZ)×a1

∣∣Klpn(t; (a, b0))−Klpn(s; (a, b0))
∣∣α �α |t− s|α/2.

(Any choice λ < δ(α) leads to an acceptable upper bound �α,ε |t − s|α/2 + |t −
s|1+ε.) �

5.2. Proof of Theorem 1. Theorem 1 follows by combining Corollary 2 and
Corollary 3 using Prokhorov’s criterion (Proposition 2).

5.3. Rearranged paths. In this section, we indicate changes in the proof of The-
orem 1 that lead to a proof of Theorem 2.

According to the method of moments, as in (3.1) and Proposition 4, for con-
vergence of Kl◦pn → Kl◦ in the sense of finite distributions it suffices to show that

for every two fixed k-tuples m = (m1, . . . ,mk), n = (n1, . . . , nk) ∈ Zk
�0, there

exists a δ = δ(‖m‖1 + ‖n‖1) > 0 such that, for every t = (t1, . . . , tk) ∈ [0, 1]k,
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b0 ∈ (Z/pZ)×, and n � 2,

M◦
pn(t;m,n; b0) :=

1

ϕ(pn)/2

∑
a∈b0(Z/pnZ)×2

k∏
i=1

Kl◦pn(ti; (a, b0))
mi

Kl◦pn(ti; (a, b0))
ni

= E
( k∏

i=1

Kl◦(ti)
mi

Kl◦(ti)
ni

)
+O(m+n)(p

−δn).

As in (3.5) we define the renormalization K̃l◦pn(t; (a, b0)) : [0, 1] → C, for every

k ∈ {1, . . . , pn−2} as

∀t ∈
(k − 1

pn−2
,

k

pn−2

]
, K̃l◦pn(t; (a, b0)) =

1

pn/2

∑×

1�x�x◦
k(t)

fpn(x; (a, b)),

where x◦
k(t) = ϕ(pn−1)t + k − 1. Completion corresponding to Lemma 3 yields,

with some careful normalization,

(5.6) K̃l◦pn(t; (a, b0)) =
1

pn/2

∑
h mod pn−1

α◦
pn(h; t)Klpn(a− ph; b0),

where the coefficients

α◦
pn(h; t) =

1

pn/2−1

∑
1�x�x◦

k(t)

epn−1(hx)

satisfy, for |h| < 1
2p

n−1, exactly the same estimates as αpn(h; t) in (3.8). As in

Lemma 4, we prove that the corresponding complex moments M̃◦
pn(t;m;n; b0)

analogous to (3.6) are within O(m+n)(p
−n/2 log(m+n)(pn)) of M◦

pn(t;m;n; b0);
on the other hand, substituting the completion expansion (5.6) we find analogously
to (3.11) that

M̃◦
pn(t;m,n; b0) =

1

pn(m+n)/2

∑
h∈H

�(m+n)
◦

k∏
i=1

mi∏
j=1

α◦
pn(hi,j ; ti)

mi+ni∏
j=mi+1

α◦
pn(hi,j ; ti)

× 1

ϕ(pn)/2

∑
a∈b0(Z/pnZ)×2

k∏
i=1

mi+ni∏
j=1

Klpn(a− phi,j , b0),

where H◦ = [− 1
2p

n−1, 12p
n−1] ∩ Z. From here, the core argument proceeds in the

same way; the main term arises from h ∈ H
(m+n)
◦ for which μh : Z/pn−1Z → Z�0
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defined as in §3.4 satisfies 2 | μh, and it evaluates as

(5.7)

1

pn�(m+n)/2

∑
h∈H

�(m+n)
◦

k∏
i=1

mi∏
j=1

α◦
pn(hi,j ; ti)

mi+ni∏
j=mi+1

α◦
pn(hi,j ; ti)

×
∏

τ∈T (μh)

δ2|μh(τ)

2μh(τ)

(
μh(τ)

μh(τ)/2

)

=
∑

h∈H
�(m+n)
◦

k∏
i=1

mi∏
j=1

β(hi,j ; ti)

mi+ni∏
j=mi+1

β(hi,j ; ti)E

( k∏
i=1

mi+ni∏
j=1

U �
hi,j

)

+O�(m+n)

(
log�(m+n)(pn)

pn

)

= E

( k∏
i=1

Kl◦(ti)
mi

Kl◦(ti)
ni

)
+O�(m+n)

(
log�(m+n)(pn)

pn/2

)
,

while the error term is O(m+n)(p
−δn) for some δ = δ(‖m‖1+‖n‖1) > 0 as in §3.5.

Turning to the proof of convergence in law in §5.1, we prove the analogue of
Proposition 10, namely that for every even integer α � 4, there exists a β =
β(α) > 0 such that, for every 0 � s, t � 1,

1

ϕ(pn)/2

∑
a∈b0(Z/pnZ)×2

∣∣Kl◦pn(t; (a, b0))−Kl◦pn(s; (a, b0))
∣∣α �α |t− s|1+β,

which in particular shows that the sequence of random variables Kl◦pn is tight as
n → ∞. This proceeds analogously to §5.1, with the key arithmetic input being
the exponential sum estimate analogous to (5.1) that in intervals I of length |I| �
pn(1−λ),

1

pn/2

∑
x∈I

fpn(x; (a, b)) =
p

pn/2

∑
x∈I

x2≡āb mod p

epn(ax+ bx̄) �λ p−nδ

for some δ = δ(λ) > 0, which in fact follows from (5.1) or can be independently
derived from [Mil16, Theorem 2]. The proofs of Lemmata 6 and 7 go through for

Kl◦pn and K̃l◦pn with only trivial modifications, with the cutoff for |t−s| replaced by

1/(ϕ(pn−1)− 1). The same holds for the proofs of Lemmata 8 and 9, additionally
replacing all averages over a ∈ (Z/pnZ)×a1

with averages over a ∈ b0(Z/pnZ)×2, and

all sums over |h| � 1
2 (p

n − 1) subject to (a1 − h)b0 ∈ (Z/pZ)×2 and corresponding

shifted sums Klpn(a − h; b0) with sums over |h| � 1
2 (p

n−1 − 1) and corresponding
shifted sums Klpn(a− ph; b0).

Remark 8. It is at the post-completion expansion (5.6) that the distinct nature of
Theorem 2 takes hold. The effect of the rearrangement of terms in groups of p each
in (1.11) is that only the complete Kloosterman sums Klpn(a− ph; b0) indexed by
frequencies ph ∈ pZ/pnZ survive in (5.6); cf. Remark 1. Since ab0 ∈ (Z/pnZ)×2, this
completely avoids (for all such a, and for all participating frequencies ph) the issue
of the possible automatic vanishing of Kloosterman sums; all Kloosterman sums in
(5.6) are distributed according to the measure μ in (1.4), which is then reflected in
the shape of the limiting random Fourier series (1.12) and its universality over all
a ∈ b0(Z/pnZ)×2. On a technical level, this restriction of dual frequencies avoids
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the complicated combinatorics (of mod p nature) which arise in (3.11) if the moment
is considered over all a ∈ (Z/pnZ)× at once (which, in Theorem 1, we resolve by
splitting into the smaller ensembles over (Z/pnZ)×a1

, and which in the p → ∞ limit
are the subject of Proposition 14); cf. Remark 4.

5.4. Large p limit. In this section, we will prove the following Theorem 5.

Theorem 5. Fix a nonzero integer b0. Then the sequence of C0([0, 1],C)-valued
random variables Kl•(·; p) defined in (1.8) converges in law, as p → ∞, to the
random variable Kl defined in (1.6).

Using Prokhorov’s criterion for convergence in law of Proposition 2, Theorem 5
follows directly from the following two statements.

Proposition 12. Fix a nonzero integer b0. Then the sequence of C0([0, 1],C)-
valued random variables Kl•(·; p), defined for every odd prime p in (1.8), converges
in the sense of finite distributions to the C0([0, 1],C)-valued random variable Kl
defined in (1.6) as p → ∞.

Proposition 13. Fix a nonzero integer b0. Then the sequence of C0([0, 1],C)-
valued random variables Kl•(·; p) defined in (1.8) is tight over all odd primes p.

As in the case of Theorem 1, the arithmetic heart of Theorem 5 is in Propo-
sition 12, for which we import the key ingredient from [RR18], adapting to our
notation. We note that the proof of Proposition 14 relies on Weil’s version of
Riemann Hypothesis for curves over finite fields.

Proposition 14 ([RR18, Proposition 4.8]). For a set T ⊆ Z/pnZ and b0 ∈
(Z/pnZ)×, let (Z/pnZ)[T ] be as in (4.4), and let T̄ = (T + pZ)/pZ ⊆ Z/pZ. Then

∣∣(Z/pnZ)[T ]
∣∣ = ϕ(pn)

2|T̄ |

(
1 + O

(
2|T̄ ||T̄ |
p1/2

))
,

with the implied constant independent of p.

Proof of Proposition 12. Similarly as in the proof of Theorem 1, we may proceed
by the method of moments. For this we find it convenient to use the truncated
random variables Kl•H(·; p) and KlH defined for H > 0 analogously to (3.4) as

(5.8)

Kl•H

∣∣∣
Ωa1

(t; p) =
∑

|h|�H

(a1−h)b0∈(Z/pZ)×2

β(h; t)U �
h,a1

,

KlH(t) =
∑

|h|�H

β(h; t)Uh,

(t ∈ [0, 1]),

where β(h; t) is as in (3.8), U �
h,a1

and Uh are independent random variables of

probability law μ in (1.4) and μU in (1.6), respectively, and keeping in mind the
notation Ω =

⊔
a1∈(Z/pZ)× Ωa1

for the underlying probability space of Kl•(·; p) from
Remark 2.

Fix H > 0, k � 1, a k-tuple t = (t1, . . . , tk) ∈ [0, 1]k, m = (m1, . . . ,mk), and

n = (n1, . . . , nk) ∈ Zk
�0, denote �(m + n) =

∑k
i=1(mi + ni), and consider the
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corresponding complex moment of Kl•(·; p):

M•
H(t; p;m;n; b0) =

1

p− 1

∑
a1∈(Z/pZ)×

E
( k∏

i=1

Kl•H(ti; p)
∣∣∣mi

Ωa1

Kl•H(ti; p)
∣∣∣ni

Ωa1

)

=
1

p− 1

∑
a1∈(Z/pZ)×

∑
h∈[−H,H]�(m+n)

δ(h; (a1, b0))β(h; t)E
( k∏

i=1

mi+ni∏
j=1

U �
hi,j ,a1

)

=
∑

h∈[−H,H]�(m+n)

∣∣(Z/pZ)[Tp,h]
∣∣

p− 1
β(h; t)E

( k∏
i=1

mi+ni∏
j=1

U �
hi,j

)
,

where h=(h1, . . . ,hk)∈ [−H,H](h+n), hi = (hi,1, . . . , hi,mi
, hi,mi+1, . . . , hi,mi+ni

)
∈ [−H,H]mi+ni ,

δ(h; (a1, b0)) =

k∏
i=1

mi+ni∏
j=1

δ(a1−hi,j)b0∈(Z/pZ)×2 ,

β(h; t) =
k∏

i=1

mi∏
j=1

β(hi,j ; ti)

mi+ni∏
j=mi+1

β(hi,j ; ti),

(U �
h) is another sequence of independent random variables of probability law μ, and

Tp,h = (Th + pZ)/pZ, Th =
{
hi,j : 1 � i � k, 1 � j � mi + ni

}
.

Note that |Th,p| = |Th| for sufficiently large p (namely for p > 2H). Applying
Proposition 14, we have that for p > 2H

(5.9)

M•
H(t; p;m;n; b0)

=
∑

h∈[−H,H]�(m+n)

β(h; t)
1

2|Th|
E
( k∏

i=1

mi+ni∏
j=1

U �
hi,j

)(
1 + O

( |Th|2|Th|

p1/2

))

=
∑

h∈[−H,H]�(m+n)

β(h; t)E
( k∏

i=1

mi+ni∏
j=1

Uhi,j

)
+O(m+n)

( log(m+n)H

p1/2

)

= MH(t;m;n) + O(m+n)

( log(m+n)H

p1/2

)
,

where MH(t;m;n) is the corresponding complex moment of KlH . Taking p → ∞,
we conclude that, for every fixed H > 0, the C0([0, 1],C)-valued random variable
Kl•H(·; p) converges, in the sense of finite distributions, to the random variable KlH .

On the other hand, the analogue of Proposition 5 holds for the random variables
Kl•(·; p) and Kl, simply by taking a convex linear combination of Kl(t; p; (a1, b0))
in the former case and by [RR18, Proposition 3.1] in the latter. As in (3.21), this
implies that

(5.10)

M•
H(t; p;m;n; b0)−M•(t; p;m;n; b0)

= E
( k∏

i=1

Kl•H(ti; p)
mi Kl•H(ti; p)

ni −
k∏

i=1

Kl•(ti; p)
mi Kl•(ti; p)

ni

)
�(m+n)

(logH)(m+n)

H1/2
,
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and similarly MH(t;m;n)−M(t;m;n) �(m+n) (logH)(m+n)/H1/2, both uni-

formly in p. From (5.9) and (5.10), choosing for example H = 1
2 (p − 1) it follows

that

M•(t; p;m;n; b0) = M(t;m;n) + O
( log(m+n) p

p1/2

)
.

From this it follows that the sequence of C0([0, 1],C)-valued random variables
Kl•(·; p) converges in the sense of finite distributions to the random variable Kl
as p → ∞, as announced. �

Proof of Proposition 13. We adapt to the present situation the first part of the
proof of [RRS20, Lemma 4.6], starting from the truncated random variable Kl•H(·; p)
defined for every H > 0 in (5.8). Since the random variables U �

h are independent,
and each of them is 4-subgaussian [Kow20, Proposition B.8.2], we have for every
u ∈ R
(5.11)

E
(
eu(Kl•H(t;p)−Kl•H(s;p))

)
=

1

p− 1

∑
a1∈(Z/pZ)×

∏
|h|�H

(a1−h)b0∈(Z/pZ)×2

E
(
eu(β(h;t)−β(h;s))U	

h

)

�
∏

|h|�H

e4|β(h;t)−β(h;s)|2u2/2 = e(4σ
2
H)u2/2,

where, by the Plancherel formula,

σ2
H = 4

∑
|h|�H

|β(h; t)− β(h; s)|2 � 4
∑
h∈Z

∣∣1̂[t,s](h)
∣∣2 � 4‖1[t,s]

∥∥2
2
= 4|t− s|.

Since by definition (5.11) shows that the random variable Kl•H(t; p) − Kl•H(s; p) is
σH-subgaussian, we have by [Kow20, Proposition B.8.3] for every α ∈ Z�0

(5.12) E
(∣∣Kl•H(t; p)−Kl•H(s; p))

∣∣α) � cασ
α
H � 2αcα|t− s|α/2.

On the other hand, for an even integer α, it follows from Proposition 5 as in
(3.21) that

E
(∣∣Kl•H(t; p)−Kl•H(s; p))

∣∣α) = E
(∣∣Kl•(t; p)−Kl•(s; p))

∣∣α)+Oα

( logα H

H1/2

)
,

uniformly in p. We may thus take limits as H → ∞ in (5.12), yielding

E
(∣∣Kl•(t; p)−Kl•(s; p))

∣∣α) � 2αcα|t− s|α/2.

Taking any even integer α � 4, we see that the sequence Kl•(·; p) satisfies Kol-
mogorov’s criterion for tightness and is therefore tight by Proposition 3. �
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