SOME PROPERTIES OF ABSOLUTELY MONOTONIC FUNCTIONS

P. C. ROSENBLoom

In this note we collect several fragmentary results which were obtained as by-products of another investigation. They are rather loosely connected with each other, but still may be of some interest.

We recall that a function \( f(x_1, \cdots, x_k) \) is said to be absolutely monotonic in a set \( D \) if \( f \) and all its partial derivatives exist and are non-negative in \( D \). If \( D \) is of the form \( 0 \leq x_i < a_i, i = 1, \cdots, k \), then a necessary and sufficient condition that \( f \) be absolutely monotonic in \( D \) is that it can be expanded in a power series in \( x_1, \cdots, x_k \) with non-negative coefficients converging in \( D \). (The well known theorem of Bernstein [1] for the case \( k = 1 \) can be extended in a trivial manner.)

**Theorem 1.** If \( f(x) \) is absolutely monotonic in \( 0 \leq x < a \), and if \( 0 \leq x_1, x_2, \cdots, x_n < a \), and if \( L(x) \) is the Lagrange interpolation polynomial of \( f(x) \) at the points \( x_1, \cdots, x_n \), then

\[
g(x) = \frac{f(x) - L(x)}{\omega(x)}, \quad \omega(x) = (x - x_1) \cdots (x - x_n),
\]

is an absolutely monotonic function of \( x, x_1, \cdots, x_n \) in the range \( 0 \leq x, x_1, \cdots, x_n < a \).

**Proof.** The function \( g(x) \) can be expressed as a divided difference of \( f(x) \) (see for example, Milne-Thompson [2]):

\[
g(x) = [xx_1 \cdots x_n],
\]

where

\[
[xx_1] = \frac{f(x) - f(x_1)}{x - x_1},
\]

and

\[
[xx_1 \cdots x_k] = \frac{[xx_1 \cdots x_{k-1}] - [x_kx_1 \cdots x_{k-1}]}{x - x_k}, \quad k = 2, \cdots, n.
\]

It is sufficient, then, to show that if \( f(x) \) is absolutely monotonic in \( 0 \leq x < a \) then
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1 Numbers in brackets refer to the Bibliography at the end of the paper.
is absolutely monotonic in the square $0 \leq x$, $x_1 < a$. But if $f(x) = \sum_{n=0}^{\infty} a_n x^n$, $a_n \geq 0$, then
\[
\frac{f(x) - f(x_1)}{x - x_1} = \sum_{n=1}^{\infty} a_n (x^{n-1} + x_1 x^{n-2} + \cdots + x_1^{n-1})
\]
is a power series with non-negative coefficients converging for $0 \leq x$, $x_1 < a$, and is therefore absolutely monotonic there.

**Corollary.** We have $f(x) \geq L(x)$ for $x$ in the intervals $[x_n, a]$, $[x_{n-2}, x_{n-1}]$, $\cdots$, while $f(x) \leq L(x)$ in the intervals $[x_{n-1}, x_n]$, $[x_{n-3}, x_{n-2}]$, $\cdots$; if the equality sign holds at an interior point of any of these intervals, it holds identically.

It will be convenient to introduce the notations
\[
V(k_1, \cdots, k_n) = \begin{vmatrix} x_1^{k_1} & \cdots & x_1^{k_n} \\ \vdots & \ddots & \vdots \\ x_n^{k_1} & \cdots & x_n^{k_n} \end{vmatrix},
\]
and
\[
A(k_1, \cdots, k_n) = \frac{V(k_1, \cdots, k_n)}{V(0, 1, \cdots, n - 1)}.
\]

**Lemma.** If $0 \leq k_1 < k_2 < \cdots < k_n$, where $k_1, \cdots, k_n$ are integers, then $A(k_1, \cdots, k_n)$ is a symmetric polynomial in $x_1, \cdots, x_n$, with non-negative coefficients.

**Proof.** It is obvious that $A$ is a symmetric function. For $n = 1$, $A(k_1) = x_1^{k_1}$, and the lemma is true. Suppose now that $n > 1$. Then setting $m_i = k_{i+1} - k_1$, we have
\[
A(k_1, \cdots, k_n) = x_1^{k_1} \cdots x_n^{k_1} A(0, m_1, \cdots, m_{n-1})
\]
\[
\begin{vmatrix} x_1^{k_1} & \cdots & x_1^{k_n} \\ \vdots & \ddots & \vdots \\ x_n^{k_1} & \cdots & x_n^{k_n} \end{vmatrix} \begin{vmatrix} 0, x_1^{m_1} - x_n^{m_1}, \cdots, x_1^{m_n} - x_n^{m_n} \\ \vdots & \ddots & \vdots \\ 0, x_n^{m_1} - x_n^{m_1}, \cdots, x_n^{m_n} - x_n^{m_n} \\ 1, x_1^{m_1}, \cdots, x_n^{m_n} \end{vmatrix}
\]
\[
= \frac{(x_n - x_1) \cdots (x_n - x_{n-1}) V(0, 1, \cdots, n - 2)}{V(0, 1, \cdots, n - 2)}.\]
Now we multiply the first column in the numerator by $x_n^{m_2-m_1}$ and subtract from the second; then we multiply the first column by $x_n^{m_1-m_1}$ and the second by $x_n^{m_1-m_2}$ and subtract from the third and so on. We thus obtain

$$A(k_1, \ldots, k_n) = \frac{x_1^{k_1} \cdots x_n^{k_1}}{V(0, 1, \cdots, n-2)} \left[ x_1^{m_1-1} + x_n x_1^{m_1-2} + \cdots + x_n^{m_1-1}, x_1^{m_2-1} + \cdots + x_n^{m_2-m_1-1} x_1^{m_1}, \cdots \right]$$

$$= x_1^{k_1} \cdots x_n^{k_1} \sum x_n^\alpha A(\alpha_1, \ldots, \alpha_{n-1}),$$

where $A(\alpha_1, \ldots, \alpha_{n-1})$ is formed with the indicated exponents and the variables $x_1, \ldots, x_{n-1}$, and the summation runs over all systems of $\alpha$'s satisfying

$$0 \leq \alpha_1 \leq m_1 - 1, m_1 \leq \alpha_2 \leq m_2 - 1, \ldots, m_{n-2} \leq \alpha_{n-1} \leq m_{n-1} - 1,$$

and

$$\beta = (m_1 - 1 - \alpha_1) + \cdots + (m_{n-1} - 1 - \alpha_{n-1}).$$

Hence if the lemma is true for $n-1$, it is true for $n$. The lemma follows, then, by induction.

**Theorem 2.** If $f(x)$ and $g(x)$ are absolutely monotonic in the interval $0 \leq x < a$, then

$$\frac{1}{V(0, 1, 2)} \left| \begin{array}{cc} 1 & f(ux_1) \\ 1 & g(vx_2 x_3) \\ \end{array} \right|$$

is an absolutely monotonic function of its five arguments for $0 \leq x_1, x_2, x_3 < a$, $0 \leq u \leq 1/a$, $0 \leq v \leq 1/a^2$.

**Proof.** Let $f(x) = \sum_{n=0}^\infty a_n x^n$, $g(x) = \sum_{n=0}^\infty b_n x^n$, $a_n \geq 0$, $b_n \geq 0$, $n = 0, 1, \ldots$. Then

$$1 \frac{1}{V(0, 1, 2)} \left| \begin{array}{cc} 1 & u^m x_1^m \\ 1 & g(vx_2 x_3) \\ \end{array} \right|$$

$$= \sum_{n=0}^\infty \frac{b_n}{V(0, 1, 2)} \frac{1}{V(0, 1, 2)} \left| \begin{array}{cc} 1 & u^m x_1^m \\ 1 & v^m x_2^m x_3^m \\ \end{array} \right|$$

$$= \sum_{n=0}^\infty \frac{b_n}{V(0, 1, 2)} \frac{1}{V(0, 1, 2)} \left| \begin{array}{cc} 1 & u^m x_1^m \\ 1 & v^m x_2^m x_3^m \\ \end{array} \right|.$$
Now
\[
\begin{align*}
1 \quad u^m x_1^m & \quad v^n x_2^n x_3^n \\
\quad \ldots \ldots & \quad \ldots
\end{align*}
\]

\[
\begin{align*}
&= \frac{1}{x_1^n x_2^n x_3^n} \\
&\quad \ldots \ldots \ldots \ldots
\end{align*}
\]

\[
= u^{m+n} v^n (n, m, n, 0).
\]

Hence
\[
\begin{align*}
\frac{1}{V(0, 1, 2)} \begin{vmatrix} f(x_1) & g(x_2) \\ f(x_2) & g(x_3) \\ f(x_3) & g(x_4) \end{vmatrix} &= \sum_{m,n=0}^{\infty} a_m b_n u^{m+n} v^n A(0, n, m, n).
\end{align*}
\]

If the terms of the last series are rearranged we obtain a power series in the five variables with non-negative coefficients converging in the range specified above.

**Theorem 3.** If \( f(x) = \sum_{n=0}^{\infty} a_n x^n, \) \( a_n > 0, \) and \( a_{n+1}/a_n \) is monotonically non increasing, and if \( f(x) \) and \( g(x) \) are absolutely monotonic in \( 0 \leq x < a, \) then

\[
\begin{align*}
\frac{1}{V(0, 1, 2)} \begin{vmatrix} f(x_1) & f(x_2) & f(x_3) \\ f(x_2) & f(x_3) & g(x_1) \\ f(x_3) & g(x_1) & g(x_2) \end{vmatrix}
\end{align*}
\]

is an absolutely monotonic function of all three variables for \( 0 \leq x_1, x_2, x_3 < a. \)

**Proof.** Let \( g(x) = \sum_{n=0}^{\infty} b_n x^n, \) \( b_n \geq 0, \) \( 0 \leq x < a. \) Let \( 0 \leq x_1, x_2, x_3 \leq r < a. \) Then

\[
\begin{align*}
\frac{1}{V(0, 1, 2)} \begin{vmatrix} f(x_1) & f(x_2) & f(x_3) \\ f(x_2) & f(x_3) & g(x_1) \\ f(x_3) & g(x_1) & g(x_2) \end{vmatrix}
\end{align*}
\]

\[
= \sum_{m,n=0}^{\infty} \sum_{n+q=2}^{\infty} \frac{a_n b_m}{V(0, 1, 2)} \begin{vmatrix} x_1^m & x_1^n g(x_1) \\ x_2^m & x_2^n g(x_2) \\ x_3^m & x_3^n g(x_3) \end{vmatrix}
\]

\[
= \sum_{m=1}^{\infty} \sum_{n+q=2}^{\infty} a_n b_m \cdot A(0, n, m, n + q).
\]

Now by elementary estimates

\[
| A(0, m, n, n + q) | \leq 2^{-m} m(n + q)(m + n + q - 2) r^{m+n+q-3} \leq m^n (n + q)(n + q - 1) r^{m+n+q-3}
\]

if \( m \geq 1, n + q \geq 2 \) and \( |a_n| \leq C R^{-n}, \) \( |b_n| \leq C R^{-n}, \) where \( r < R < a, \) and \( C \) is a suitably chosen constant. Then this series is dominated by
and is therefore absolutely convergent. Hence we can rearrange it as follows:

\[ \sum_{m=0}^{\infty} a_m \left\{ - \sum_{\alpha=0}^{m-1} A(0, \alpha, m) \sum_{q=0}^{\alpha} a_{\alpha-q} b_q + \sum_{\beta=m+1}^{\infty} A(0, m, \beta) \sum_{q=0}^{\beta} a_{\beta-q} b_q \right\} = \sum_{0<\alpha<\beta} A(0, \alpha, \beta) \left\{ \sum_{q=0}^{\infty} b_q a_{\alpha} a_{\beta} \left( \frac{a_{\beta-q}}{a_{\beta}} - \frac{a_{\alpha-q}}{a_{\alpha}} \right) \right\}, \]

and the latter can be rearranged as a power series in \( x_1, x_2, \) and \( x_3. \) But

\[ \frac{a_{\alpha-q}}{a_{\alpha}} = \frac{a_{\alpha-q}}{a_{\alpha-q+1}} \quad \ldots \quad \frac{a_{\alpha-1}}{a_{\alpha}} \leq \frac{a_{\beta-q}}{a_{\beta}} \quad \ldots \quad \frac{a_{\beta-1}}{a_{\beta-q+1}} = \frac{a_{\beta-q}}{a_{\beta}}. \]

Therefore the resulting power series has only non-negative coefficients.

We feel that the last two theorems are at most mere curiosities as they stand, since we haven’t any idea as to what significance the above determinants may have. It is to be hoped that proofs can be found which will be more illuminating than the above purely computational ones.
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