ABSTRACT. A quadratic spline interpolation theory is developed which, in general, produces better fits to continuous functions than does the existing cubic spline interpolation theory.

1. Let \( \Delta: 0=x_0<x_1<\cdots<x_n=1 \) be a partition of \([0, 1]\). A function \( s \) is a spline of order \( m \) having knots in \( \Delta \) if \( s \in C^{m-2}[0, 1] \) and, on each interval \((x_{i-1}, x_i)\), \( s(x) \) is represented by a polynomial of degree \( m-1 \) or less.

For the case \( m=3 \), we call \( s \) a quadratic spline. For quadratic splines, set \( s_i=s(x_i), \lambda_i=s'(x_i) \) for \( i=0, 1, \cdots, n \), and \( h_i=x_i-x_{i-1}, \ s_{i-1/2}=s(x_i-h_i/2), \ a_i=h_{i+1}/(h_i+h_{i+1}), \ c_i=1-a_i \) for \( i=1, 2, \cdots, n \).

Any three of the parameters \( s_{i-1}, s_{i-1/2}, s_i, \lambda_{i-1}, \lambda_i \) may be used to represent the quadratic spline \( s \) on the interval \((x_{i-1}, x_i)\). Because of continuity, these parameters must satisfy the consistency relations

\[
(1.1) \quad a_i s_{i-1} + 3 s_i + c_i s_{i+1} = 4 a_i s_{i-1/2} + 4 c_i s_{i+1/2}
\]

and

\[
(1.2) \quad c_i \lambda_{i-1} + 3 \lambda_i + a_i \lambda_{i+1} = 8 (s_{i+1/2} - s_{i-1/2})/(h_i + h_{i+1})
\]

for \( i=1, 2, \cdots, n-1 \). For simplicity, we assume that \( s \) and \( s' \) are periodic, i.e.

\[
(1.3) \quad s_0 = s_n \quad \text{and} \quad \lambda_0 = \lambda_n
\]

so that (1.1) and (1.2) hold for \( i=0 \) and \( i=n \) provided that the subscripts be read modulo \( n \). For a given \( \Delta \), the periodic quadratic spline subspace has dimension \( n \).

2. If \( y \) is a given continuous function satisfying

\[
(2.1) \quad y(0) = y(1),
\]

the periodic quadratic spline interpolant \( s=S_\Delta y \) associated with \( y \) and \( \Delta \) is
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uniquely defined by the conditions

\[ s_{i-1/2} = y_{i-1/2} = y(x_i - h_i/2) \quad \text{for } i = 1, 2, \ldots, n. \]

More generally, we may define operators \( S_m = S_m(\Delta, \alpha) \) by requiring that \( S_m y \) be a periodic spline of order \( m \) which interpolates \( y \) at \( n \) nodes specified by the parameter vector \( \alpha \).

We extend \( y \) periodically with period 1 and define:

\[
e = y - S_3 y, \quad e_i = e(x_i), \quad \|f_i\| = \max\{|f_i|: 1 \leq i \leq n\},
\]

\[
\|f\| = \max\{|f(x)|: 0 \leq x \leq 1\},
\]

\[
\omega(f; \delta) = \sup\{|f(x) - f(x')|: |x - x'| \leq \delta\},
\]

\[
\|S_3\| = \sup\{|S_3 y|: \|y\| = 1\}, \quad \text{and} \quad h = \|h_i\|.
\]

If \( y \in C'[0, 1] \) with \( y'(0) = y'(1) \), we define \( e'_i = e'(x_i) \).

**Theorem 2.1.** Let \( y \in C[0, 1] \) with \( y(0) = y(1) \) and let \( s = S_3 y \) be the periodic quadratic spline interpolant associated with \( y \) and \( \Delta \). Then

\[
\|s\| \leq \|y\|, \quad \|s\| \leq \|y\|, \quad \|S_3\| \leq 2,
\]

\[
\|e_i\| \leq 2 \omega(y; h/2), \quad \|e\| \leq 3 \omega(y; h/2).
\]

The bound on \( \|S_3\| \) cannot be decreased, in general.

**Theorem 2.2** Let \( y \) and \( y' \) be continuous and periodic functions. Then

\[
\|s'\| \leq \|y'\|, \quad \|e''\| \leq 3 \|y''\|, \quad \|e\| \leq \left(\frac{3}{2}\right) h \|y'\|,
\]

\[
\|e_i\| \leq \omega(y'; h/2), \quad \|e''_i\| \leq 3 \omega(y'; h/2), \quad \|e''_i\| \leq \left(\frac{3}{2}\right) \omega(y'; h/2),
\]

\[
\|e\| \leq \left(\frac{9}{2}\right) \omega(y'; h/2).
\]

**Theorem 2.3.** Let \( y, y', \) and \( y'' \) be continuous and periodic functions. Then

\[
\|e_i\| \leq \left(\frac{1}{2}\right) h^2 \omega(y''; h) \leq \left(\frac{1}{2}\right) h^2 \|y''\|,
\]

\[
\|e''_i\| \leq \left(\frac{1}{2}\right) \omega(y''; h) \leq h \|y''\|, \quad \|e''\| \leq \omega(y''; h) \leq 2 h \|y''\|,
\]

\[
\|e\| \leq \left(\frac{3}{2}\right) h^2 \omega(y''; h) \leq \left(\frac{3}{2}\right) h^2 \|y''\|.
\]

**Theorem 2.4.** Let \( y, y', y'', \) and \( y''' \) be continuous and periodic functions. Then

\[
\|e''_i\| \leq \left(\frac{1}{2}\right) h^3 \|y'''\|, \quad \|e''\| \leq \left(\frac{1}{2}\right) h^3 \|y'''\|,
\]

\[
\|e\| \leq \left(\frac{1}{2}\right) h^3 \|y'''\| \quad \text{and} \quad \|e_i\| \leq \left(\frac{1}{2}\right) h^3 \|y'''\|.
\]

If, in addition, \( y^{iv} \) is continuous and periodic, then

\[
\|e''_i\| \leq \left(\frac{1}{2}\right) h^2 \|y''''_i\| + \left(\frac{3}{2}\right) h^3 \|y^{iv}\|, \quad \|e''\| \leq \left(\frac{1}{2}\right) h^2 \|y'''\| + \left(\frac{3}{2}\right) h^3 \|y^{iv}\|,
\]

\[
\|e_i\| \leq \left(\frac{3}{2}\right) h^3 \|y''''\| + \left(\frac{5}{2}\right) h^4 \|y^{iv}\|, \quad \|e\| \leq \left(\frac{1}{2}\right) h^3 \|y'''\| + \left(\frac{1}{2}\right) h^4 \|y^{iv}\|.
\]
These theorems are established by a technique used by Meir and Sharma in their landmark cubic spline paper [6]. They hold without restriction on \(\Delta\). Indeed, we may permit \(x_{i-1} = x_i\) provided that we let \(s'\) be discontinuous at such “double knots”. By setting \(x_1 = x_0\) and \(x_{n-1} = x_n\), thereby producing a “triple knot”, we may drop the assumptions (1.3) and (2.1).

3. Theorem 2.1 and specific examples produce the third line in the following table of best possible norm inequalities and error bounds for low-degree \((m-1=0,1,2,3)\) spline interpolation to continuous functions on an arbitrary partition \(\Delta\).

<table>
<thead>
<tr>
<th>Nodes</th>
<th>(|S_1|)</th>
<th>(|y - S_1y|)</th>
<th>(|S_2|)</th>
<th>(|y - S_2y|)</th>
<th>(|S_3|)</th>
<th>(|y - S_3y|)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_{i-1/2})</td>
<td>1</td>
<td>(\leq \omega(y; h/2))</td>
<td>1</td>
<td>(\leq (\frac{3}{5})\omega(y; h/2))</td>
<td>(\leq 2)</td>
<td>(\leq C\omega(y; h/2)) with (\frac{5}{3} \leq C \leq 3)</td>
</tr>
<tr>
<td>(x_i)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(x_{i-1/2})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(\leq \infty)</td>
<td>(\leq \infty)</td>
</tr>
</tbody>
</table>

Table. Best bounds for arbitrary partitions

The last line of this table was established by Nord [7]. See also [3]. We conjecture that the nodes \((x_{i-1}+x_i+x_{i+1})/3\) would produce finite constants \(A\) and \(B\) in the relations \(\|S_4\| \leq A\) and \(\|y-S_4y\| \leq B\omega(y; h/2)\). These nodes have appeared previously in connection with variation-diminishing cubic spline approximation (see [5] and [4]).

4. For quadratic spline interpolation, the assertion \(\|e\| = O(h^3)\) cannot be improved. However, on a uniform mesh with \(x_i = i/n\) and \(h = 1/n\), point error bounds with an extra factor of \(h\) are valid. These are similar to point error bounds for cubic spline interpolation which have recently been discovered by T. R. Lucas [2]. See also [1].

**Theorem 4.1.** Let \(\Delta = \{i/n\}\). Then \(\|S_3\| < \sqrt{2}\). Let \(\lambda = (3 \pm \sqrt{3})/6\). If \(y, y', y'', y'''\), and \(y^{(4)}\) are continuous and periodic functions, then

\[
\|e_i\| \leq (\frac{5}{16})h^3 \|y^{(4)}\|, \quad \|e'_{i-2}\| \leq (\frac{3}{4})h^3 \|y^{(4)}\|,
\]

and

\[
\|e_{i-1/2}^{(4)}\| \leq (\frac{11}{12})h^2 \|y^{(4)}\|.
\]

The assertion \(\|S_3\| < \sqrt{2}\) for a uniform mesh was proved in [8]. It can also be proved by the methods of [9]. Indeed, each of the assertions of [9] has a quadratic spline counterpart.
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