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ABSTRACT. The $L^1$ norm $\|F\|_1$ and the absolute value $M$ of the minimum of the real part of $F(x) = \exp(in_1 x) + \cdots + \exp(in_N x)$, $n_1, \ldots, n_N$ distinct positive integers, satisfy the inequality $M \log M + \|F\|_1 > \text{Const \ log N}$.

Let $0 < n_1 < \cdots < n_N$ be $N$ distinct integers, $c_1, \ldots, c_N$ complex numbers, and write

$$F(x) = f(x) + ig(x) = c_1 \exp(in_1 x) + \cdots + c_N \exp(in_N x).$$

Throughout this note $C$ will denote a positive absolute constant (not always the same), integrals without limits of integration will be understood as taken over $[-\pi, \pi]$ with respect to the normalized Lebesgue measure (similarly for the corresponding norms) and $N$ will be assumed to be large.

A well-known conjecture of Hardy and Littlewood asserts that if $c_1 = \cdots = c_N = 1$ then

$$\|F\|_1 > C \log N$$

(if the $n_i$'s are in arithmetic progression then we have $\|F\|_1 \sim C \log N$). A method introduced by P. Cohen and further improved by H. Davenport and the author (see [1]) leads to the estimate

$$(1) \quad \|F\|_1 > C(\log N / \log \log N)^{1/3}$$

for any $F$ with $|c_i| \geq 1, i = 1, \ldots, N$. (1) appears to be the best known result up to now.

Let $M = \min_x |f(x)|$. Since

$$2M = \int (2f + 2M) \geq \|2f\|_1 - 2M$$

and $2f(x) \exp(in_N x)$ is of the same form as $F$ with $2N$ terms, (1) implies

$$(2) \quad M > C(\log N / \log \log N)^{1/3}.$$
The same form as \( F \) with \( n_{i+1}/n_i > 3, i = 1, \ldots, N - 1 \), shows that \( M \) can be at least as small as \( CN^{1/2} \).

The purpose of this note is to show that if \( |c_i| \geq 1, i = 1, \ldots, N \), then

\[
(3) \quad M \log M + \| F \|_1 > C \log N
\]

so that either \( \| F \|_1 > C \log N \) or \( M > C (\log N / \log \log N) \).

(3) is an immediate corollary of the following more general theorem whose proof although very simple is based on rather deep results of Fourier analysis.

**Theorem.** If \( c_i^* \) denotes the sequence \( |c_i| \) rearranged in nonincreasing order then

\[
(4) \quad M \log M + \| F \|_1 > C \sum_{i=1}^{N} \left( c_i^*/i \right) - C.
\]

**Proof.** The function

\[
G(z) = 2M + c_1 z^{n_1} + \cdots + c_N z^{n_N}
\]

is holomorphic and its real part is not less than \( M \) on the circle \( |z| = 1 \). It follows that its real part is greater than 0 in \( |z| < 1 \) and hence we have

\[
G(z) = |G| \exp(i\theta), \quad |\theta| = |\arg G| \leq \pi/2, \quad |z| < 1.
\]

The function \( f \log |G| - qg = \text{Re}(F \log G) \) is harmonic and has the value 0 at the origin. An application of the mean value property for harmonic functions yields

\[
\int f \log |G| = \int qg < C \| F \|_1.
\]

Writing \( f^- = \max(0, -f), \log^+ |f| = \max(0, \log |f|), \) observing that \( f = |f| - 2f^-, \log^+ |f| \leq \log |G| \) and remembering that \( \log |G| \) is harmonic with value \( \log(2\pi M) \) at the origin we obtain

\[
\int f \log^+ |f| \leq \int f \log |G| \leq C \| F \|_1 + 2M \int \log |G| = C \| F \|_1 + 2M \log 2M < C (\| F \|_1 + M \log M + C).
\]

Using now the inequality (see Remark (b)),

\[
(5) \quad \sum_{i=1}^{N} \left( c_i^*/i \right) < C \int f \log^+ |f| + C
\]

we obtain (4).

(3) follows immediately from (4) if we observe that \( |c_i| \geq 1 \) implies that the left-hand side of (5) exceeds \( C \log N \).

**Remarks.** (a) The argument used in the above proof is essentially the
same as the one leading to a classical inequality of M. Riesz for the conjugate function (see [3, Chapter VII, Theorem 2.10]).

(b) A proof of (5) can be found in [3, Chapter XII, Example 8(i)] (the result we are looking for is not stated explicitly but it is contained in the last line of the hint given there). It can also be considered as the limiting case of a better known inequality concerning rearrangements of Fourier coefficients of functions in $L^p$ (see [3, Chapter XII, Theorem 5.10]) and proved by the so-called extrapolation method (see [3, Chapter XII, Theorem 4.41]).

(c) A general remark concerning the above proof is that it is not based on the $L^2$ Parseval inequality (which is the case in [1] and [2]) but to inequalities properly belonging to the space $L \log^+ L$ that is a space much closer to $L^1$ than the space $L^2$. This is probably the reason that we reached now (although in a conditional form) a lower bound of the order of $\log N$ and not $(\log N)^{1/2}$.
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