The theme of these four lectures is roughly "the history of, and some recent developments in, the study of algebraic geometry by analytic methods". Since this topic is much too broad I have chosen to isolate one particular analytic tool, the local notion of residue and subsequent global residue theorem, and will attempt to illustrate some ways in which residues may be used in both classical and modern problems in algebraic geometry.

The first lecture begins with the definition and basic local and global properties of the point residue in several variables. Next, both as an application of one of these local properties and for use in the third lecture, we derive some theorems of Macaulay from the classical theory of polynomial ideals. Finally we discuss the global residue theorem for the projective plane, where it will turn out to pertain to the possible configurations of points arising as the intersection of two algebraic plane curves. The simplest special case here is the Pascal theorem, with which we conclude the lecture.

In the second talk we begin by deducing the classical form (which is in many ways more flexible than the modern version) of Abel's theorem, also from the global residue theorem for $\mathbb{P}_2$. This result is then applied to the inversion of the elliptic integral, with which much of modern algebraic geometry began and with which, at least on the number-theoretic side, it is still concerned with. Next we turn to two topics from elementary geometry. The first is the theorem of Poncelet which is given as an application of the elliptic integral, and the second is a recreational result shown to me by Joe Harris and Dave Morrison giving a geometric property of the cardioid as an application of Abel's theorem for singular curves.

Now I said previously that the motif of these lectures was to be "residues", but from here on this should probably be amended to read "residues and Hodge theory". With this in mind the second lecture represents the beginnings of our new main theme, one which will now to some extent be formalized both for curves and for higher-dimensional varieties. Following a recollection of the highlights of the relationship between an algebraic curve and its Jacobian we give a very brief sketch of some aspects of Hodge theory for general varieties. Then we turn to smooth hypersurfaces in projective space where the relation between Hodge theory and residues turns out to be quite direct. For example, using Macaulay's theorem from the first lecture it
is shown that the Hodge structure on the cohomology locally determines the hypersurface up to a projective transformation.

Finally, in the fourth lecture we specialize to cubic hypersurfaces. Here the interplay between the Hodge theory and the projective geometry has in the second lecture been explored for cubic curves, and for cubic surfaces it essentially amounts to the famous configuration of 27 lines. Turning to the cubic threefold $V \subset \mathbb{P}^4$ the Hodge theory amounts to the intermediate Jacobian, the projective geometry has to do with the Fano surface $S$ of lines on $V$, and the relation between these may be expressed by interpreting, via the Abel-Jacobi map, the differentials on $S$ as residues of differentials on $\mathbb{P}^4$ having a double pole along $V$. Our point here is to explain how analytic considerations centered around Hodge theory and residues enter into contemporary as well as classical problems in geometry, and it is with this discussion that these lectures conclude.

A list of the references for the individual talks appears at the end of all four of the lectures.

1. Residues and elementary applications.

(a) Local properties of residues and the residue theorem. We begin by discussing the definition and local properties of residues. The notation $\mathfrak{O}$ for the local ring of complex analytic functions $f(z)$ defined in some neighborhood $U$ (depending on $f$) of the origin in $\mathbb{C}^n$ will be used; $\mathfrak{O}$ is just the convergent power series in $z_1, \ldots, z_n$. The locus $\{z \in U : f(z) = 0\}$, suitably counted with multiplicities, defines the divisor $D$ of $f$. In one variable $D$ is just the origin counted with multiplicity, while for $n = 2$ we may picture $D$ as a piece of analytic curve generally having a singularity at the origin; e.g., Figure 1 gives the real points of the cusp.
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Given $n$ analytic functions $f_1, \ldots, f_n \in \mathfrak{O}$ having respective divisors $D_1, \ldots, D_n$ with the origin as isolated intersection, e.g. Figure 2, for any $g \in \mathfrak{O}$ we set

$$\omega = \frac{g(z)dz_1 \wedge \cdots \wedge dz_n}{f_1(z) \cdots f_n(z)}$$
and define the residue by

$$\text{Res}(0) \omega = \left( \frac{1}{2\pi i} \right)^n \int_{\Gamma} \omega,$$

where the cycle of integration

$$\Gamma = \{ z : |f(z)| = \delta \}$$

is oriented by $d(\arg f_1) \wedge \cdots \wedge d(\arg f_n) > 0$. Although this definition has been around since the early days of several complex variables its deeper properties emerged only recently in connection with Grothendieck's general duality theory, and for this reason (1.1) is generally referred to as the Grothendieck residue symbol.

The residue symbol has elementary properties familiar from one variable, such as invariance under deformation of the path $\Gamma$ in $U - D$ where $D = D_1 \cup \cdots \cup D_n$ is the polar locus of $\omega$. Also $\text{Res}(0) \omega$ is clearly linear in $g$ but is alternating in $f_1, \ldots, f_n$ due to the orientation of $\Gamma$. One property not so visible in the classical case is that there is canonically associated to $\omega$ a closed differential form $\eta_\omega$ of degree $2n - 1$, which is $C^\infty$ in $U - \{0\}$ but has a point singularity at the origin, and which satisfies

$$\text{Res}(0) \omega = \int_{\|z\| = \delta} \eta_\omega.$$

Of course, $\eta_\omega = \omega$ when $n = 1$, but when $n > 2$ it is necessary to leave the class of meromorphic forms in order to express (1.1) as an integral over a small sphere around the origin. Setting $f(z) = (f_1(z), \ldots, f_n(z))$ viewed as a holomorphic mapping $f: U \to \mathbb{C}^n$, in the generic case when the Jacobian determinant

$$J_f(0) = \frac{\partial (f_1, \ldots, f_n)}{\partial (z_1, \ldots, z_n)}(0) \neq 0,$$
which is equivalent to saying that the $D_i$ are smooth and meet transversely, we may make the change of variables $w_i = f_i(z)$ to write

$$\omega = \frac{g(w)}{J_f(w)} \frac{dw_1}{w_1} \wedge \cdots \wedge \frac{dw_n}{w_n}$$

and evaluate (1.1) by iterating Cauchy’s formula obtaining

$$\text{Res}_{(0)} \omega = \frac{g(0)}{J_f(0)}. \quad (1.3)$$

Our discussion of further properties will be facilitated by introducing the ideal $I_f = \{f_1, \ldots, f_n\} \subset \theta$ generated by the $f_i(z)$. If $g(z) \in I_f$; e.g., if $g = hf_1$, then

$$\omega = \frac{h(z)dz_1 \wedge \cdots \wedge dz_n}{f_1(z) \cdots f_n(z)}$$

and the path $\Gamma$ may, without crossing a singularity, be shrunk to a lower dimensional cycle by letting $\delta \to 0$. Thus

$$\text{Res}_{(0)} \omega = 0 \quad \text{if } g \in I_f, \quad (1.4)$$

and so we may define a pairing

$$\text{Res}_f: \theta / I \otimes \theta / I \to \mathbb{C} \quad (1.5)$$

by setting

$$\text{Res}_f(g, h) = \text{Res}_{(0)} \frac{g(z)h(z)dz_1 \wedge \cdots \wedge dz_n}{f_1(z) \cdots f_n(z)}.$$

Our last two local results give the basic properties of this pairing. For the first suppose that we have relations

$$f'_i(z) = \sum_j a_{ij}(z)f_j(z)$$

where the divisors $D'_i$ also have the origin as isolated common intersection; algebraically this means that $I_{f'} \subset I_f$. Then, setting

$$\Delta(z) = \det(a_{ij}(z))$$

the transformation formula

$$\text{Res}_{(0)} \frac{g(z)dz_1 \wedge \cdots \wedge dz_n}{f_1(z) \cdots f_n(z)} = \text{Res}_{(0)} \frac{\Delta(z)g(z)dz_1 \wedge \cdots \wedge dz_n}{f_1(z) \cdots f_n(z)} \quad (1.6)$$

is valid. When everything is nondegenerate (1.6) follows from (1.3). The general case is reduced to this one by using a perturbation to break the degenerate zero into a finite number of nondegenerate ones and writing the original residue as the limit of a sum of residues at nondegenerate zeroes. The second property is the

(1.7) LOCAL DUALITY THEOREM: The pairing (1.5) is nondegenerate.

This is proved in the following way: In case $f_i(z) = z_i^k$ the question may effectively be reduced to one variable by iterating the residue integral. In
general by Hilbert's nullstellensatz we will have an inclusion of ideals

$$\{z_1^{k_1}, \ldots, z_n^{k_n}\} \subset I_p,$$

and the result may be deduced from the previous case using the transformation formula (1.6).

The global residue theorem concerns a meromorphic differential form $\omega$ of top degree on an $n$-dimensional compact complex manifold $M$, one whose polar divisor is expressed as a union $D = D_1 \cup \cdots \cup D_n$ of $n$ divisors with the property that their intersection $Z = D_1 \cap \cdots \cap D_n$ is a discrete, and hence finite, set of points. Given a point $p \in Z$, in a small neighborhood $U$ around $p$ the form $\omega$ will have an expression as above where $f_i$ defines $D_i \cap U$, and so the local residues may be defined and by (1.6) are independent of choices. The global residue theorem is

$$\sum_{p \in Z} \text{Res}_{(p)} \omega = 0. \quad (1.8)$$

For $M$ a compact Riemann surface $\omega$ is a meromorphic 1-form in the usual sense, and if $U_{\epsilon}(p)$ is an $\epsilon$-ball around $p$ then setting $M^* = M - \bigcup_{p \in Z} U_{\epsilon}(p)$

$$\sum_{p \in Z} \text{Res}_{(p)} \omega = \sum_{p \in Z} \int_{\partial U_{\epsilon}(p)} \omega$$

$$= \int_{\partial M^*} \omega = 0$$

by Stokes' theorem. In the higher dimensional case we construct the closed $2n - 1$ form $\eta_\omega$ on $M - Z$ which converts the local residues into the form (1.2), and then the same argument may be applied.

(b) Having in mind the third lecture below on "Hodge theory and residues" we shall give an application of the local duality theorem to polynomial ideals. Denote by $R^{(d)}$ the homogeneous forms $f(z)$ of degree $d$ and by $R = \bigoplus R^{(d)}$ the graded ring of all polynomials. If $f_1(z), \ldots, f_n(z)$ are homogeneous forms of respective degrees $d_1, \ldots, d_n$ and whose common zeroes consist only of the origin, we denote by $I_f = \bigoplus I^{(d)}$ the homogeneous ideal they generate and set

$$\rho = d_1 + \cdots + d_n - n.$$ 

For any homogeneous form $g(z)$

$$\text{Res}_{(0)} \frac{g(z)dz_1 \wedge \cdots \wedge dz_n}{f_1(z) \cdots f_n(z)} = 0, \quad \deg g \neq \rho.$$ 

We recall that the ideal quotients are defined by

$$[R : I_f]^{[d,e]} = \{ g \in R^{(d)} : g \cdot I_f^{(e)} \subset I_f^{(d+e)} \}.$$ 

From (1.7) we deduce the following theorem of Macaulay:

$$[R : I_f]^{[d,e]} = \begin{cases} I^{(d)} & \text{for } d + e \leq \rho, \\ I^{(d)} & \text{for } d > \rho + 1. \end{cases} \quad (1.9)$$

A noteworthy special case arises by taking $f_i = \partial f / \partial z_i$ where $f(z)$ is a homoge-
neous form. The condition that the divisors $D_i$ intersect only in the origin is equivalent to the nonsingularity of the hypersurface in $\mathbb{P}_{n-1}$ defined by $f(z)$. In this example $I_f$ is called the Jacobian ideal of the homogeneous form $f$, and in the third lecture (1.9) will be applied to study its properties. There we shall also need the following: If we have a relation

$$\sum_i g_i f_i = 0$$

where the $g_i$ are homogeneous forms of degree $e_i$ with $e_i + d_i = d$ for all $i$, then

$$g_i = \sum h_{ij} f_j, \quad h_{ij} + h_{ji} = 0, \quad (1.10)$$

where the $h_{ij}$ are homogeneous forms of degree $e_i - d_i$. We may prove (1.10) from (1.7) as follows: Setting $\Omega = dz_1 \wedge \cdots \wedge dz_n$, for any form $h$

$$\text{Res}_0 \left( \frac{g_i h_{ij}}{f_1 \cdots f_n} \right) = \text{Res}_0 \left( \frac{g_j f_i h_{ij}}{f_1 \cdots f_j^2 \cdots f_n} \right) = \text{Res}_0 \left( \sum_{j \neq i} \frac{g_j f_i h_{ij}}{f_1 \cdots f_j^2 \cdots f_n} \right) = 0$$

by applying (1.4) to the ideal $\{f_1, \ldots, f_i^2, \ldots, f_n\}$. It follows from (1.9) that $g_i \in I_f$. Writing

$$g_i = \sum_j h_{ij} f_j,$$

we may similarly conclude that $h_{ij} + h_{ji} \in I_f$.

An induction argument then gives that

$$h_{ij} + h_{ji} = \sum_l k_{ijl} f_l$$

where $k_{ijl} = k_{jil} = - k_{jli}$. Then we may modify $h_{ij}$ to have $h_{ij} + h_{ji} = 0$.

(c) Even the simplest special cases of the global residue theorem (1.8) are interesting. For example, suppose that $M = \mathbb{P}_n$ is a complex projective space with affine coordinates $(x_1, \ldots, x_n)$ on $\mathbb{C}^n \subset \mathbb{P}_n$. The divisor $D_i$ will be given in $\mathbb{C}^n$ by the zeroes of a polynomial $f_i(x)$ of some degree $d_i$, and consequently the meromorphic $n$-form $\omega$ has on $\mathbb{C}^n$ an expression

$$\omega = \frac{g(x) dx_1 \wedge \cdots \wedge dx_n}{f_1(x) \cdots f_n(x)}$$

where $g(x)$ is a polynomial. To determine its degree $d$ we set

$$y_1 = \frac{1}{x_1}, \quad y_2 = \frac{x_2}{x_1}, \ldots, y_n = \frac{x_n}{x_1},$$

$$\sigma = (d_1 + \cdots + d_n) - (n + 1),$$

and then

$$\omega = \frac{\tilde{g}(y) dy_1 \wedge \cdots \wedge dy_n}{y_1^{\sigma - df_i(y)} \cdots \tilde{f}_n(y)}$$
where

\[ \tilde{f}_i(y) = y^d f_i(y), \quad \tilde{g}(y) = y^d \tilde{g}(y). \]

It follows that

\[ \omega = \frac{g(x)dx_1 \wedge \cdots \wedge dx_n}{f_1(x) \cdots f_n(x)}, \quad \quad (1.11) \]

\[ d < (d_1 + \cdots + d_n) - (n + 1) \]

gives the most general such meromorphic \( n \)-form on \( \mathbb{P}_n \).

Suppose now we assume that the points of intersection of \( D_1, \ldots, D_n \) are distinct points in \( \mathbb{C}^n \). Writing this intersection additively in the form

\[ D_1 \cdots D_n = Z = p_1 + \cdots + p_\delta \]

where \( \delta = d_1 \cdots d_n \) by Bezout's theorem, from (1.3) and (1.8) we deduce the formula due to Jacobi

\[ \sum_{\nu} \frac{g(p_\nu)}{J_f(p_\nu)} = 0 \quad (1.12) \]

where

\[ J_f(x) = \frac{\partial(f_1, \ldots, f_n)}{\partial(x_1, \ldots, x_n)}(x). \]

When \( n = 1 \) this is the Lagrange interpolation formula

\[ \sum_{f(p_\nu) = 0} \frac{g(p_\nu)}{f'(p_\nu)} = 0, \quad \deg g(x) < \deg f(x) - 2, \]

and it was in this context that Jacobi was led to the general result.

When \( n = 2 \) we are in the projective plane. It is convenient to change notations slightly and use \((x, y)\) for coordinates and write the polar divisor of \( \omega \) as \( C + D \) where \( C \) and \( D \) are plane curves \( f(x, y) = 0 \) and \( g(x, y) = 0 \) of respective degrees \( m \) and \( n \). The Jacobi relation (1.12) is

\[ \sum_{\nu=1}^{mn} h(p_\nu) \left( \frac{\partial(f, g)}{\partial(x, y)}(p_\nu) \right) = 0, \quad \deg h < m + n - 3, \quad (1.13) \]

and this immediately implies the theorem of Cayley-Bacharach:

(1.14) If \( E \) is a plane curve of degree \( m + n - 3 \) passing through all but one point of \( C \cap D \), then it passes through the remaining point also.

We may interpret this result as imposing conditions on configurations of points in the plane to be the common zeroes of a pair of polynomials, conditions which turn out in general to be sufficient. When \( m = n = 3 \) all three curves are cubics, and then a special case of (1.14) is

PASCAL'S THEOREM. The opposite sides of a hexagon inscribed in a conic meet in 3 colinear points.
Proof. If we label the conic as $Q$, the sides as $L_1, \ldots, L_6$ and set $p_y = L_i \cap L_j$, then in (1.14) we may take

$$C = L_1 + L_3 + L_5,$$
$$D = L_2 + L_4 + L_6,$$
$$E = Q + p_{14}p_{25},$$

to conclude that the line $p_{14}p_{25}$ passes through $p_{36}$.
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For the converse to Pascal's theorem, we take the hexagon $C + D$ as above and let $Q$ be a conic through any 5 of the 6 vertices. Then if $p_{36}$ is on the line $p_{14}p_{25}$, we conclude that $Q$ must pass through the remaining vertex.

II. Residues and Abel's theorem. (a) We begin by deriving Abel's theorem for plane curves from the residue theorem. An algebraic plane curve is given in $C^2$ by a polynomial equation

$$f(x, y) = 0. \quad (2.1)$$

As usual we add the points at infinity, and so consider $C$ as a compact analytic subvariety of the projective plane $P_2$. If $\deg f = n$ then $C$ meets the infinite line in $n$ points. For example, for the plane cubic

$$y^2 - p(x) = 0 \quad (2.2)$$

where $p(x) = (x - x_1)(x - x_2)(x - x_3)$, $x_i$ distinct if we set $x = x'/y'$ and $y = 1/y'$, then from

$$y^2 - p(x) = \left(\frac{1}{y'}\right)^3 \left(y'^2 - (x' - y'x_1)(x' - y'x_2)(x' - y'x_3)\right)$$

we conclude that $C$ meets the line $y' = 0$ at the point $x' = 0$ counted three times. Consequently the infinite line is a flex-tangent to the complete curve as depicted by the behaviour as $x \to \infty$ in the graph of its real points:
This particular curve is smooth, but in general we shall allow $C$ to be singular or reducible but it should have no multiple components.

If we label the roots of the equation $f(x, y) = 0$ as $y_1(x), \ldots, y_n(x)$, then the $y_i(x)$ are algebraic functions of $x$ on the punctured $x$-sphere. By the well-known procedure of analytic continuation plus careful attention to the branch points we may construct the abstract Riemann surface $\tilde{C}$ associated to this algebraic function. $\tilde{C}$ may be viewed as a compact complex manifold together with a holomorphic mapping $\tilde{C} \rightarrow \mathbb{P}_2$, whose image in $C$ and which is one-to-one away from its singularities. For the cubic curve (2.2), $\tilde{C} \cong C$ is the Riemann surface of the algebraic function $\sqrt{p(x)}$, and is therefore represented as a 2-sheeted covering of $\mathbb{P}_1$ with branch points at $x_1, x_2, x_3, \infty$.

Before discussing abelian differentials we want to explain the notion of residues along higher dimensional subvarieties. Let $M$ be a complex manifold and $V \subset M$ a complex analytic hypersurface. If $V_s \subset V$ is the set of singular points, then $V^* = V - V_s$ is a complex submanifold of $M^* = M - V_s$. Given a metric on $M$, over any compact subset of $V^*$ (i.e., away from the singularities) the normal bundle to $V^*$ in $M^*$ may be identified with the tubular neighborhood $N_\epsilon$ of radius $\epsilon$. For any chain $\gamma$ in $V^*$ we denote by $\tau_\epsilon(\gamma)$ that part of $\partial N_\epsilon$ lying over $\gamma$, so that $\tau_\epsilon(\gamma)$ may be thought of as a family of $\epsilon$-circles in $M - V^*$ parametrized by $\gamma$. If $\dim M = m$, $\gamma$ is a chain of real dimension $m - 1$, and $\omega$ is a meromorphic $m$-form on $M$ with poles on $V$, then by a residue integral we mean one of the form

$$\lim_{\epsilon \to 0} \frac{1}{2\pi \sqrt{-1}} \int_{\tau_\epsilon(\gamma)} \omega.$$  \hspace{1cm} (2.3)

Of course this limit will not always exist. If $\gamma$ is a cycle in $H_{m-1}(V^*, \mathbb{Z})$, then $\tau_\epsilon(\gamma)$ will be a cycle in $H_m(M - V, \mathbb{Z})$ and by Stokes' theorem the integral in (2.3) is independent of $\epsilon$. The limit also exists when $\omega$ has a first order pole along $V$, and this brings us to the notion of the Poincaré residue.
Locally, any \( \omega \) with a first order pole along \( V \) has an expression
\[
\omega = \frac{g(x)dz_1 \wedge \cdots \wedge dz_m}{f(z)}
\]
where \( f(z) = 0 \) is a local defining equation for \( V \). Noting that \( \Sigma_i (\partial f/\partial z_i)dz_i|_V = 0 \) we infer that
\[
\text{Res } \omega = \frac{(-1)^{i-1} g(z)dz_1 \wedge \cdots \wedge \widehat{dz_i} \wedge \cdots \wedge dz_m}{\partial f(z)/\partial z_i}|_V
\]
(2.4)
is independent of \( i \), and this is the Poincaré residue. Since the singular locus \( V_s \) is defined by \( f = \partial f/\partial z_n = \cdots = \partial f/\partial z_m = 0 \), \( \text{Res } \omega \) is holomorphic in \( V^* = V - V_s \) and by iterating the usual 1-variable residue theorem
\[
\lim_{\epsilon \to 0} \frac{1}{2\pi \sqrt{-1}} \int_{\tau(\gamma)} \omega = \int_\gamma \text{Res } \omega.
\]
(2.5)

Returning to our algebraic plane curve, as noted in (1.11) the meromorphic 2-forms on \( \mathbb{P}_2 \) having simple poles along \( C \) are
\[
\varphi = \frac{p(x,y)dx \wedge dy}{f(x,y)}, \quad \text{deg } p < n - 3,
\]
and the Poincaré residue of \( \varphi \) is
\[
\omega = \frac{p(x,y)dx}{f_s(x,y)}
\]
(2.6)
restricted to \( f = 0 \). The forms (2.6) are the abelian differentials on the curve. For any \( p \in C^* \) their indefinite integrals
\[
u(p) = \int_{\rho_0}^p \omega
\]
(2.7)
are defined up to periods, and are thus multi-valued holomorphic functions called abelian integrals. For example, the abelian differential on the curve (2.2) is \( \omega = \frac{dx}{y} \), and using the Riemann surface representation of this curve the abelian integral (2.7) is the classical elliptic integral

\[
\int \frac{dx}{\sqrt{p(x)}}. \tag{2.8}
\]

It is with their study that much of transcendental algebraic geometry began.

The elliptic integral (2.8) is not expressible in terms of elementary functions (in contrast to \( \int dx/\sqrt{1 - x^2} \)), and its understanding caused considerable difficulty. The point turns out to be that one should not just consider the single indefinite integral (2.7), but should consider general abelian sums

\[
I = \sum u(p_i) = \sum \int_{p_0}^{p_i} \omega.
\]

Certain of these turn out to obey easily expressed laws or addition theorems; this is the content of Abel's theorem which we now explain.

Suppose that \( g(x, y, t) \) is a family of polynomials of degree \( m \) whose coefficients depend holomorphically on a parameter \( t \). Each \( g(x, y, t) \) defines a plane curve \( D_t \), and we think of the intersection

\[
C \cdot D_t = \sum p_i(t)
\]

as being a set of points varying with \( t \) (certain of the points of \( C \cap D_t \) will be fixed and the others variable). Then we have

**ABEL'S THEOREM.** *The abelian sum*

\[
I(t) = \sum \int_{p_0}^{p(t)} \omega \tag{2.9}
\]

is constant modulo periods.

**PROOF.** We write \( p_i(t) = (x_i(t), y_i(t)) \) and \( \omega = p dx/f_y \). Then by calculus

\[
\frac{dI}{dt} = \sum_i \frac{p(x_i(t), y_i(t)) y_i'(t)}{f_y(x_i(t), y_i(t))}. \tag{2.10}
\]

Differentiation of the equations

\[
f(x_i(t), y_i(t)) = 0, \\
g(x_i(t), y_i(t), t) = 0
\]

gives

\[
f_x x_i' + f_y y_i' = 0, \\
g_x x_i' + g_y y_i' + g_t = 0,
\]

and solving these equations we obtain at \( p_i(t) \)

\[
\frac{x_i'}{f_y} = g_t/\frac{\delta(f, g)}{\delta(x, y)}.
\]
Plugging this into (2.10) yields
\[ \frac{dI}{dt} = \sum p(x_i, y_i) g_i(x_i, y_i) \left/ \frac{\partial(f, g)}{\partial(x, y)}(x_i, y_i) \right. = 0 \]
by the Jacobi relation (1.12).

(b) The simplest case of Abel's theorem occurs for the cubic curve (2.2), which we now denote by $E$, and when the $D_t$ are lines in $\mathbf{P}_2$. We will show how (2.9) leads to the construction of elliptic functions. We take as base point $p_0$ the flex on the line $L_0$ at infinity. The lines $L$ near $L_0$ will meet $E$ in 3 colinear points $p_t(L)$ near $p_0$.
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We set $u(p) = \int_{p_0}^p \omega$. Since $u(p_0) = 0$ Abel's theorem gives
\[ u(p_1) + u(p_2) + u(p_3) = 0 \mod \text{periods} \tag{2.11} \]
if $p_1, p_2, p_3$ are colinear. To express this somewhat differently, for $p$ close to $p_0$ we invert the elliptic integral (2.8) by defining the point $p(u) = (x(u), y(u))$ on $E$ according to
\[ u = \int_{p_0}^p \omega. \tag{2.12} \]
(One may think of defining the sine by $u = \int^{\sin u} dx / \sqrt{1 - x^2}$.) Since $\omega(p_0) \neq 0$, by the inverse function theorem we may think of (2.12) as defining a holomorphic mapping of the disc $\Delta_\epsilon = \{ u: |u| < \epsilon \}$ to the curve $E$ with the origin going to the flex. We may then rewrite (2.11) as
\[ u_1 + u_2 + u_3 = 0 \iff p(u_1), p(u_2), p(u_3) \text{ are colinear.} \tag{2.13} \]
Here (2.11) gives the implication $\Rightarrow$, while the opposite implication follows from observing that each side of (2.13) imposes one analytic condition on triples of points in $\Delta_\epsilon$. 
Now we come to the punch line. Given \( u_1 \) and \( u_2 \), the coordinates of the third point of intersection of the line \( p(u_1)p(u_2) \) with \( E \) are clearly rational functions of the coordinates of \( p(u_1) \) and \( p(u_2) \). Using (2.13) we may express this as

\[
\begin{align*}
x(- (u_1 + u_2)) &= R(x(u_1), y(u_1), x(u_2), y(u_2)), \\
y(- (u_1 + u_2)) &= S(x(u_1), y(u_1), x(u_2), y(u_2))
\end{align*}
\]

where \( R(x_1, y_1, x_2, y_2) \) and \( S(x_1, y_1, x_2, y_2) \) are rational functions of their arguments. Taking \( u = u_1 = u_2 \) we obtain the duplication formula

\[
\begin{align*}
x(- 2u) &= R(x(u), y(u)), \\
y(- 2u) &= S(x(u), y(u))
\end{align*}
\]

a functional equation which allows us to extend the domain of \( x(u) \) and \( y(u) \) to \( \Delta_2 \). Continuing in this way we obtain entire meromorphic functions such that the curve \( E \) is given parametrically by

\[
\begin{align*}
u \mapsto (x(u), y(u)), \quad u \in \mathbb{C}.
\end{align*}
\]

(2.14)

In fact, \( x(u) \) is essentially the Weierstrass \( \wp \)-function, and from

\[
\frac{du}{y(u)} = \frac{dx(u)}{y(u)} = \frac{x'(u)}{y(u)}
\]

we see that \( y(u) = x'(u) \). The algebraic relation \( y^2 = p(x) \) defining \( E \) is the famous differential equation satisfied by the Weierstrass functions. What we have essentially done is to give the classical proof, based on the addition theorem (2.11) for the elliptic integral, that any smooth cubic curve is uniformized by elliptic functions. Henceforth we shall write the map (2.14) in the more modern form as giving a biholomorphism

\[
E \cong \mathbb{C}/\Lambda,
\]

(2.15)

where \( \mathbb{C} \) is the universal covering of the Riemann surface \( E \), \( \Lambda \) is the period lattice of the elliptic integral (2.8), and where the explicit map has been accomplished by using the addition theorem in the form (2.13).

(c) One of the early applications of elliptic functions to elementary geometry was to the theorem of Poncelet. This concerns a pair of conics \( C \) and \( D \), and asks when the construction

\[
(p, \xi) \rightarrow (p', \xi) \rightarrow (p', \xi')
\]

(2.16)

depicted in Figure 7 leads to a closed polygon of (say) \( n \) sides which is both inscribed in \( C \) and circumscribed about \( D \). The result is

**Poncelet's Theorem.** The construction (2.16) leads to a closed \( n \)-sided figure for one choice of initial data \((p, \xi) \Leftrightarrow this is true for any choice of initial data.
We shall now give a proof of Poncelet's theorem, one which can be pursued a little further to give the explicit condition for the existence of such a closed $n$-gon.

For the proof we denote by $P^*_2$ the dual projective space of lines $\xi$ in $P_2$ and by $D^* \subset P^*_2$ the dual curve of tangent lines to $D$. The basic object underlying the construction (2.16) is the incidence correspondence $E \subset C \times D^*$ defined by

$$E = \{(p, \xi): p \in \xi\}.$$ 

To obtain some understanding of $E$ we recall that by stereographic projection any conic is rationally parametrized by the 1-1 map $t \to p(t) = (x(t), y(t))$ depicted in Figure 8. Moreover, since through any point outside $D$ there clearly pass exactly two tangent lines to this conic it follows that $D^*$ is a plane curve of degree 2, and hence a conic. The mapping $E \to D^*$ given by $(p, \xi) \to \xi$ realizes $E$ as a 2-sheeted covering over the Riemann $t$-sphere. The branch points occur over the lines $\xi$ which are tangent to both $D$ and $C$; these bitangents are the four points of intersection of $C^*$ and $D^*$ in $P^*_2$. 
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Taking one of these to be the point $t = \infty$, and calling the others $t_1$, $t_2$, $t_3$ and setting $q(t) = (t - t_1)(t - t_2)(t - t_3)$, we have realized $E$ as the Riemann surface of the algebraic function $\sqrt[2]{q(t)}$ or equivalently, as the algebraic plane curve $s^2 - q(t) = 0$. Consequently, $E$ is an elliptic curve and by inversion of the elliptic integral has the form (2.15).

Now on $E$ there are a pair of involutions $i$, $i'$ given by

$$i(p, \xi) = (p', \xi),$$
$$i'(p', \xi) = (p', \xi')$$

in Figure 7. The Poncelet construction (2.16) is the composition $j = i' \cdot i$, and it is clear that iterating this construction $n$ times gives a closed $n$-gon if, and only if,

$$j^n(p, \xi) = (p, \xi). \quad (2.17)$$

On the universal covering $C$ of $E$ as given by (2.15) any involution lifts to an automorphism of $C$, which must have the form

$$u \mapsto \pm u + v, \quad u \in C.$$ 

The minus sign occurs when the involution has fixed points, and this is the case for both $i$ and $i'$. Consequently the lifting $\tilde{j}$ of $j$ has the form

$$\tilde{j}(u) = u + w.$$

Denoting by $u_0$ a point lying over $(p, \xi)$ we deduce that:

$$j^n(p, \xi) = (p, \xi) \iff j^n u_0 \equiv u_0 \mod \Lambda$$
$$\iff nw \equiv 0 \mod \Lambda.$$ 

This last condition is independent of $u_0$, which proves Poncelet's theorem.

(d) Abel’s theorem is customarily given only for smooth algebraic curves or equivalently for compact Riemann surfaces. However, (2.9) is valid more generally, and indeed many of the nicest applications to elementary geometry arise by taking singular and/or reducible curves. As an illustration of this we shall discuss the cardioid, which we recall is the curve $C$ with polar coordinate equation $r = 1 - \cos \theta$ and graph
Given four points described by four angles $\theta_i \ (i = 1, 2, 3, 4)$, we may ask for the conditions that the points be colinear, and as we shall now prove, the answer is that the equations

$$\begin{align*}
\sum_i \cos \theta_i &= 2, \\
\sum_i \sin \theta_i &= 0
\end{align*}$$

are necessary and sufficient.

Before embarking upon the argument we remark that the set of all 4-tuples of points on $C$ has dimension four while those that are colinear has dimension two. Consequently (2.18) gives the correct number of equations. A straightforward approach would be to require that all $3 \times 3$ minors of the $3 \times 4$ matrix of homogeneous coordinates of the points $\theta_i$ should be zero, but this gives four equations and it does not appear straightforward to reduce them to the two equations (2.18).

We begin by noticing that the above cardioid gives the real points on the quartic algebraic curve with affine equation

$$x^2 + y^2 = (x^2 + y^2 + x)^2. \tag{2.19}$$

This follows by rewriting the equation as $r = r^2 + r \cos \theta$ and squaring both sides using $r = \sqrt{x^2 + y^2}$ and $r^2 + r \cos \theta = x^2 + y^2 + x$. Denoting still by $C$ the complex points on the curve (2.19) in $\mathbb{P}_2$, it has a cusp at the origin and may be rationally parametrized by setting $s = e^{i\theta}$, so that for $(x, y) \in C$

$$\begin{align*}
x &= r \cos \theta = (1 - \cos \theta) \cos \theta \\
&= \frac{1}{4} \left(2 - s - \frac{1}{s}\right) \left(s + \frac{1}{s}\right), \quad \text{and} \\
y &= r \sin \theta = \frac{1}{4\sqrt{-1}} \left(2 - s - \frac{1}{s}\right) \left(s - \frac{1}{s}\right).\end{align*}$$
The abelian differentials (2.6) on $C$ are just the forms

$$\omega = l(x, y) \, dx / f,$$

where $l(x, y)$ is linear. There are three, linearly independent of these, and by suitable choice of basis and expressed in terms of the parameter $s$ they may be taken to be

$$\omega_1 = ds,$$
$$\omega_2 = ds / s^2,$$
$$\omega_3 = ds / (s - 1)^2.$$  

(2.20)

(Note: Without computation we may argue as follows: the cardioid (2.19) is a plane quartic with 3 cusps at the vertices at the coordinate simplex. Thus $C$ is first of all a rational curve, and secondly the abelian differentials on $C$ pull back to differentials having double poles and no residues at the three points on $P_1$ corresponding to the cusps. With our choice of rational parameter these are just the points $s = 0, 1, \infty$, which implies (2.20).)

The corresponding abelian integrals are

$$u_1 = \int_{s_0}^s \omega_1 = s - s_0,$$
$$u_2 = \int_{s_0}^s \omega_2 = -1 + \frac{1}{s} - \frac{1}{s_0},$$
$$u_3 = \int_{s_0}^s \omega_3 = -1 + \frac{1}{s - 1} - \frac{(-1)}{s_0 - 1}.$$

Letting $s_i$ ($i = 1, 2, 3, 4$) be four points, Abel's theorem gives that for the $s_i$ colinear

$$\sum_i s_i = \text{const},$$
$$\sum_i \frac{1}{s_i} = \text{const},$$
$$\sum_i \frac{1}{1 - s_i} = \text{const}.  \quad (2.21)$$

The constants are easily seen to all be equal to 2, and then for these special values of the constants it follows that the first two of the equations (2.21) implies the third.

To see this let $\lambda_i$ be the $i$th elementary symmetric function of the $s_i$. The first equation in (2.21) is $\lambda_1 = 2$, and the second is

$$\sum_i \frac{1}{s_i} = \frac{\Sigma_i (\prod_{j \neq i} s_j)}{\prod_i s_i} = \frac{\lambda_3}{\lambda_4} = 2.$$
Consequently,
\[ \sum_i \frac{1}{1 - s_i} = \frac{\sum_i (\prod_{j \neq i} (1 - s_j))}{\prod (1 - s_i)} = \frac{4 - 3\lambda_1 + 2\lambda_2 - \lambda_3}{1 - \lambda_1 + \lambda_2 - \lambda_3 + \lambda_4} = 2. \]

At this stage we have proved that the first two equations in (2.21) are the necessary and, by counting dimensions, sufficient conditions that the \( s_i \) be colinear. These two equations are equivalent to
\[ \sum_i \frac{s_i + 1/s_i}{2} = \sum_i \cos \theta_i = 2, \]
\[ \sum_i \frac{s_i - 1/s_i}{2\sqrt{-1}} = \sum_i \sin \theta_i = 0, \]
which proves (2.18).

**III. Residues and Hodge theory.** (a) I want to begin by summarizing briefly the essentials of transcendental algebraic geometry, or Hodge theory, for algebraic curves. Recall that an arbitrary compact Riemann surface may be realized first as a smooth algebraic curve in some \( \mathbf{P}_r \), and then by generic projection as a plane curve of degree \( n \) with \( \delta \) ordinary double points. For simplicity of notation we will use \( C \) to designate either of these representations. Among the abelian differentials (2.6) the holomorphic differentials on the abstract Riemann surface are those for which the curve \( p(x, y) = 0 \) passes through the double points. Since the number of linearly independent polynomials \( p \) is \( \binom{n-1}{2} \), the expected value for the genus or number of linearly independent holomorphic differentials is
\[ g = (n - 1)(n - 2)/2 - \delta. \]
In fact this is the correct number, but establishing it requires some work. By integration over closed paths the holomorphic differentials give classes in the deRham cohomology group \( H^1_{\text{DR}}(C) \), and indeed they span in \( H^1_{\text{DR}}(C) \) a \( g \)-plane usually denoted by \( \Omega^1(C) \). If
\[ Q: H^1(C, \mathbb{Z}) \otimes H^1(C, \mathbb{Z}) \to \mathbb{Z} \]
is the alternating form induced by cup product, the Riemann bilinear relations
\[ Q(\omega, \omega') = 0, \quad \omega, \omega' \in H^{1,0}(C), \]
\[ \sqrt{-1} Q(\omega, \bar{\omega}) > 0, \quad 0 \neq \omega \in H^{1,0}(C) \quad (3.1) \]
are satisfied. We remark that, in classical notation, one usually selects a canonical basis \( \gamma_1, \ldots, \gamma_g \) for \( H^1(C, \mathbb{Z}) \), and then chooses a basis \( \omega_1, \ldots, \omega_g \) for \( H^{1,0}(C) \) so that the period matrix \( (\int_{\gamma_i} \omega_a) \) has the normalized form
The bilinear relations are then

\[ Z = iZ, \quad \text{Im } Z > 0. \]  

(3.3)

The \( g \)-plane \( H^{1,0}(C) \) is just the span in \( \mathbb{C}^g \) of the row vectors in (3.2).

Suppose now that we denote by \( \Lambda \subset \mathbb{C}^g \) the lattice of period vectors \( (f_\gamma \omega_1, \ldots, f_\gamma \omega_g) \) where \( \gamma \in H_1(C, \mathbb{Z}) \). Equivalently, \( \Lambda \) is generated by the \( 2g \) columns of the period matrix (3.2). The Jacobian variety is the complex torus

\[ J(C) = \mathbb{C}^g / \Lambda \]

into which the curve maps holomorphically by the vector of indefinite abelian integrals

\[ u(p) = \left( \int_{p_0}^p \omega_1, \ldots, \int_{p_0}^p \omega_g \right). \]  

(3.4)

If \( C^{(d)} \) is the set of unordered \( d \)-tuples of points \( D = p_1 + \cdots + p_d \)—usually called divisors of degree \( d \)—then abelian sums are described by the associated maps

\[ u: C^{(d)} \to J(C) \]  

(3.5)

defined by

\[ u(p_1 + \cdots + p_d) = u(p_1) + \cdots + u(p_d). \]

The image of the map (3.5) is generally denoted by \( W_d \), with \( W_1 \) being identified with the curve \( C \). Following these preliminaries the modern version of Abel's theorem becomes:

If \( \{D_\lambda\}, \lambda \in \mathbb{P}_r \) is a family of divisors in \( C^{(d)} \) depending rationally on a rational parameter \( \lambda \in \mathbb{P}_r \), then the abelian sums

\[ u(D_\lambda) = \text{const.} \]  

(3.6)

Indeed, if we mark \( \lambda_0 \in \mathbb{P}_r \), write \( D_\lambda = p_1(\lambda) + \cdots + p_d(\lambda) \), and let \( f_\lambda \) be a meromorphic function with divisor \( (f_\lambda) = D_{\lambda_0} - D_\lambda \), then the residue theorem

\[ \sum_i \text{Res}_{p_i(\lambda)}(f_\lambda \omega_\alpha) = 0, \quad \alpha = 1, \ldots, g, \]

exactly translates into the statement that the map \( \mathbb{P}_r \to J(C) \) has zero differential and is therefore constant.

Abel's theorem (3.6) together with its converse govern the relationship between the curve and its Jacobian variety. Moreover, when a particular algebraic curve arises from a specific problem in geometry such as in the case of the Poncelet theorem, it is by going to the Jacobian that one frequently obtains deep insight. We will state the general theorems concerning the
relationship of the curve to its Jacobian which at least to some extent explain why this should be so. The first is

**Jacobi's Inversion Theorem.** The mapping

\[ u: C^{(g)} \to J(C) \]

is surjective and generically one-to-one.

Before giving the next result we need to recall that any complex torus \( C^g/\Lambda \), where \( \Lambda \) is the lattice generated by the column vectors \( \pi_1, \ldots, \pi_{2g} \) of a matrix (3.2) satisfying (3.3), is called a principally polarized abelian variety. This means that on \( C^g/\Lambda \) there is given uniquely up to translation a non-degenerate divisor \( \Theta \). To define \( \Theta \) we write down Riemann's theta function

\[ \theta(u) = \sum_{\lambda \in \mathbb{Z}^n} e^{\pi \sqrt{-1}(\lambda, Z\lambda)} e^{2\pi \sqrt{-1}(\lambda, u)}, \]

which by (3.3) defines an entire holomorphic function on \( C^{g} \) satisfying the functional equations

\[ \theta(u + \pi_{a}) = \theta(u), \]
\[ \theta(u + \pi_{g+a}) = e^{-2\pi \sqrt{-1}(u_a + Z_{a\alpha}/2)} \theta(u), \quad a = 1, \ldots, g. \]

Then the divisor of \( \theta \) is invariant under translation by \( \Lambda \) and \( \Theta \) is its projection into \( C^{g}/\Lambda \). We then have

**Riemann's Theorem.** \( W_{g-1} \) is a translate of \( \Theta \).

**Torelli's Theorem.** The pair \((J(C), \Theta)\) uniquely determines the curve \( C \).

In concluding this discussion I should like to remark that key to the interplay between the mapping (3.5) and the projective geometry of the curve comes via the observation that the composition of \( u: C \to J(C) \) together with the Gauss mapping of a curve in a complex torus to the projective space of lines through the origin is just the canonical mapping \( C \to \mathbb{P}_{g-1} \) given by using the abelian differentials as homogeneous coordinates.

(b) The higher dimensional analogue of the Jacobian variety of a curve is the Hodge structure on the cohomology of algebraic variety. However, since in higher dimensions a general Hodge structure does not come from an algebraic variety one should consider not just the particular Hodge structure but also the parameters on which it naturally depends. The resulting data is called a variation of Hodge structure, and there is increasing evidence that the geometry in the corresponding infinitesimal variation of Hodge structure provides some sort of higher dimensional analogue for the Jacobian of a curve. We shall not have sufficient time to go deeply into these matters, but would like to at least get a start by discussing the relation between residues and Hodge theory in the simplest case of a smooth hypersurface in projective space.

In general, if \( M \) is an \( m \)-dimensional complex manifold the \( C^\infty \) complex-valued differential forms of degree \( n \) decompose into \((p, q)\) type
\[ A^n(M) = \bigoplus_{p+q=n} A^{p,q}(M), \]
\[ A^{p,q}(M) = A^{\phi}(M), \]
where \( A^{p,q}(M) \) are forms having a local expression
\[ \varphi = \sum q l_1 \cdots l_j d z_i \wedge \cdots \wedge d z_p \wedge d \bar{z}_{l_1} \wedge \cdots \wedge d \bar{z}_{l_j} \]
(briefly, \( \varphi \) has \( p \) \( dz \)'s and \( q \) \( d\bar{z} \)'s). In case \( M \) is a smooth projective algebraic variety, which we assume henceforth to be the case, Hodge proved that the complex deRham cohomology (which is \( \equiv \) to the usual cohomology) has a similar decomposition
\[ H^R_{\text{DR}}(M) = \bigoplus_{p+q=n} H^{p,q}(M), \]
\[ H^{p,q}(M) = H^{\phi q}(M) \quad (3.7) \]
where, for any suitable choice of metric on \( M \), \( H^{p,q}(M) \) is the image in \( H^R_{\text{DR}}(M) \) of the harmonic \((p, q)\) forms. Abstrcting the Hodge decomposition (3.7), for \( H \) any finitely generated free abelian group with complexification \( H = H_Z \otimes \mathbb{C} \), we define a Hodge structure of weight \( n \) to be given by a decomposition
\[ H = \bigoplus_{p+q=n} H^{p,q}, \]
\[ H^{p,q} = H^{\phi q}, \quad (3.8) \]
If we assume given also a bilinear form \( Q: H_Z \otimes H_Z \to \mathbb{Z} \), then the Hodge structure is said to be polarized in case the Hodge-Riemann bilinear relations
\[ Q(\omega, \omega') = (-1)^n Q(\omega', \omega), \]
\[ Q(\omega, \omega') = 0, \quad \omega \in H^{p,q}, \omega' \in H^{p',q'}, p' \neq n - p, \]
\[ (\sqrt{-1})^n (-1)^p \Omega(\omega, \bar{\omega}) > 0, \quad 0 \neq \omega \in H^{p,n-p}, \quad (3.9) \]
are satisfied. Hodge proved that \( H^R_{\text{DR}}(M) \) is canonically and functorially a direct sum of polarized Hodge structures of weight \( n \). For the present discussion very little will be lost if we take \( n = m = \text{dim } M \) and think of \( H^R_{\text{DR}}(M) \) as itself having a polarized Hodge structure where \( Q \) is the cup product in cohomology. When \( m = 1 \) we have exactly the polarized Jacobian variety of a curve.

For many purposes, instead of the Hodge decomposition it is better to use the Hodge filtration, a decreasing filtration \( \{ F^p H \}_{p=0,1, \ldots, n} \) on \( H \) defined by
\[ F^p H = \bigoplus_{p' \geq p} H^{p',n-p'}. \]
(To remember the indices, think of \( F^p H \) as meaning differential forms having \( \geq p \) \( dz \)'s.) In terms of filtrations (3.8) is replaced by the requirement that
\[ F^p H \oplus \overline{F^{n-p+1}} H \to H \quad (3.10) \]
should be an isomorphism for \( p = 0, \ldots, n \). Conversely, if \( F^p H \) is a filtration for which (3.10) is satisfied, then we obtain a decomposition (3.8) by setting
\( H^{p,q} = F^p H \cap \overline{F^q H}. \) Similarly, (3.9) may be formulated purely in terms of Hodge filtrations. If we define the Hodge numbers by

\[
\begin{align*}
  h^{p,q} &= \dim \, H^{p,q}, \\
  h^p &= \dim \, F^p H,
\end{align*}
\]

then the set of all Hodge filtrations with fixed Hodge numbers is an open subset \( \mathcal{U} \) of a flag manifold sitting in a product \( X = \prod_{p \leq [n/2]} G(h^p, H) \) of Grassmannians. Thus \( \mathcal{U} \) is a complex manifold. If we require the Hodge structures to be polarized, then we first take the algebraic subvariety \( Y \) of \( X \) defined by the second bilinear relation in (3.9), and then an open subset \( D \) of \( \mathcal{U} \cap Y \) parametrizes the totality of polarized Hodge structures of weight \( n \) and with given Hodge numbers. This classifying space \( D \) is a noncompact complex manifold, which for general Hodge theory plays a role analogous to that played for \( n = 1 \) by the Siegel-upper-half space of all period matrices (3.2) that satisfy (3.3). This and the succeeding paragraph are admittedly sketchy, so we should like to call attention to the two expository papers on Hodge theory listed in the bibliography to this lecture.

The reason for using Hodge filtrations is that \( F^p H^a_{\text{DR}}(M) \) depends holomorphically on \( M \) whereas the \( H^{p,q}(M) \) do not. More precisely, if we imagine \( M \subset P \) as being given by polynomial equations, then by suitably varying the coefficients of these equations we obtain a holomorphic family \( \{ M_t \} \) of projective algebraic varieties. If \( M = M_0 \) is our original variety, then for \( ||t|| < \varepsilon \) the nearby \( M_t \) will all be diffeomorphic to \( M_0 \) and their cohomology may be canonically identified with the fixed vector space \( H = H^n_{\text{DR}}(M_0) \). The holomorphic dependence result is that the subspaces \( F^p = F^p H^a_{\text{DR}}(M_t) \) vary holomorphically with \( t \). When \( M \) is a curve this is equivalent to the holomorphic dependence of the entries \( Z_{a \beta}^t \) in the normalized period matrix (3.2) on the coefficients in the defining equations \( f(x, y, t) = 0 \) of the curve, and this is then obvious. In higher dimensions the structure equations of local deformation theory are required. If \( B \) is a ball around 0 in the parameter space, then an alternate formulation is that the classifying map \( B \to D \) given by \( t \to \{ F^p \} \) should be holomorphic. This brings up the notion of a variation of Hodge structure, which is an abstraction of the classifying maps arising from a family of varieties and which we shall illustrate, following a residue-theoretic interpretation of the Hodge theory for a hypersurface.

(c) From an algebraic viewpoint probably the simplest varieties are the smooth hypersurfaces \( M \subset P_{m+1} \). This is because \( M \) is given by a homogeneous equation

\[
F(X_0, X_1, \ldots, X_{m+1}) = 0
\]

where \( F(X) \) is a form of degree \( d \). As in the case of curves we shall see that the Hodge structure in \( H^n_{\text{DR}}(M) \) is given by residues of meromorphic forms on \( P_{m+1} \) having poles along \( M \). The main new ingredient is that we shall have to consider forms with poles of all orders \( \leq m \).

The starting point here is the tube over cycle map

\[
\tau: H_m(M, Z) \to H_{m+1}(P_{m+1} - M, Z)
\]

(3.11)

discussed at the beginning of the second lecture (cf. Figure 5). Because of the
Lefschetz hyperplane theorem and the simple nature of the cohomology of projective space, (3.11) is an isomorphism when \( m \) is odd and it is surjective with 1-dimensional kernel generated by the class of \( \mathbb{P}^{m/2} \cdot M \) when \( m \) is even.

On the other hand, by the algebraic deRham theorem the cohomology \( H^p_{dR}(\mathbb{P}^{m+1} - M) \) is computed from the complex of rational differential forms on \( \mathbb{P}^{m+1} \) having poles on \( M \). If we let \( A^m_p(M) \) denote the rational \( n \)-forms having a pole of order \( \leq p \) on \( M \), then in terms of affine coordinates \( x_1 = X_1/X_0, \ldots, x_{m+1} = X_{m+1}/X_0 \) the forms in \( A^m_{p+1}(M) \) are

\[
\omega = \frac{p(x)dx_1 \wedge \cdots \wedge dx_{m+1}}{f(x)^{p+1}}
\]

and those in \( A^m_p(M) \) are

\[
\varphi = \Sigma ( -1)^{i-1} q_i(x)dx_1 \wedge \cdots \wedge dx_i \wedge \cdots \wedge dx_{m+1}
\]

where \( f(x) = F(1, x_1, \ldots, x_{m+1}) \). Upon homogenizing and setting

\[
\begin{align*}
\Omega &= \Sigma ( -1)^{i-1} X_i dX_0 \wedge \cdots \wedge d\hat{X}_i \wedge \cdots \wedge dX_{m+1}, \\
\Omega_{ij} &= ( -1)^{i+j} dX_0 \wedge \cdots \wedge d\hat{X}_i \wedge \cdots \wedge d\hat{X}_j \wedge \cdots \wedge dX_{m+1},
\end{align*}
\]

we find the expressions

\[
\begin{align*}
\omega &= \frac{P(X)\Omega}{F(X)^{p+1}}, \quad \deg P = (p + 1)d - (m + 2), \\
\phi &= \frac{\Sigma_i \langle X_iQ_j(X) - X_jQ_i(X)\rangle \Omega_{ij}}{F(X)^p}, \quad \deg Q_i = pd - (m + 1), \quad (3.12)
\end{align*}
\]

for these forms. If then \( F_j = \partial F/\partial X_j, j = 0, \ldots, m + 1 \), are the generators for the Jacobian ideal \( J_F = \{ F_0, \ldots, F_{m+1} \} \), then from (3.12) we easily compute that

\[
d\varphi \equiv p \left( \sum_j Q_jF_j \right) \Omega_{F^{p+1}} \text{ mod } A^{m+1}_p(M). \quad (3.13)
\]

Now we refer to Macaulay's theorem as deduced from the local duality theorem in the first lecture. There we take \( n = m + 2 \) and \( f_i = F_i \) so that

\[
\rho = (m + 1)d - (m + 2) + (d - m - 2).
\]

Comparing (3.13) and (3.12) with the second equality in (1.9) it follows first that by subtracting exact forms we can reduce the order of pole of \( \omega \) to at most \( m + 1 \) (and even less if \( d < m + 1 \)). Secondly, by comparing (3.13) with the other part (1.10) of Macaulay's theorem we deduce that if \( \omega \) has a pole of order \( p + 1 < m + 1 \), and if the order of pole can be reduced at all by subtracting exact forms, then it can be reduced by subtracting \( d\varphi \) where \( \varphi \) has a pole of order \( < p \). To summarize we denote by \( V \) the vector space of linear forms on \( X_0, \ldots, X_{m+1} \) and by \( V^{(k)} = \text{Sym}^kV \) the homogeneous forms of degree \( p \). The Jacobian ideal is \( J_F = \bigoplus J_F^{(\rho)} \), and the above discussion shows that:
The filtration of forms by order of pole induces on a cohomology the filtration
\[ F^p = F^pH^{m+1}(P_{m+1} - M) \] with associated graded
\[ F^p / F^{p+1} \cong V^{(p)} / J^{(p)}. \] (3.14)

Now to explain what this has to do with Hodge theory we return to the residue map on a cohomology defined by
\[ \langle \text{Res} \omega, \gamma \rangle = \frac{1}{2\pi\sqrt{-1}} \int_{\gamma} \omega \] (3.15)

where \( \gamma \in H_m(M, \mathbb{Z}) \). A direct local asymptotic expansion of this integral as \( \epsilon \to 0 \) shows that if \( \omega \in A^{m+1}_p(M) \) has a pole of order \( \leq p + 1 \) along \( M \) then \( \text{Res} \omega \in F^pH^m_{\text{DR}}(M) \) has \( \geq p \) dz’s as a \( C^\infty \) deRham cohomology class on \( M \). Consequently, under the residue map (3.15) the filtration by order of pole goes over exactly to the Hodge filtration on \( H^m_{\text{DR}}(M) \), whose associated graded may then be described algebraically as \( \bigoplus (V^{(p)} / J^{(p)} \big) \) with the Hodge filtration given by (3.14).

This then is a generalization of our description of the abelian differentials on a curve. As mentioned the abelian sums and Abel’s theorems must in general be replaced by infinitesimal methods, and to illustrate this principle we want to prove a sort of local Torelli theorem to the effect that, aside from the case of the cubic surface in \( \mathbb{P}_3 \), the Hodge structure locally determines the hypersurface in the sense that the classifying map for the variation of Hodge structure has nonsingular differential. For any 1-parameter family of hypersurfaces \( \bar{F}_t(X) = 0 \) with \( \bar{F}_0(X) = F(X) \), we may set \( G(X) = \bar{F}_t(X)|_{t=0} \) and then \( F_t(X) = F(X) + tG(X) \) has the same tangent at \( t = 0 \) as the original family. Picturing the \( F^p_t = F^pH^m_{\text{DR}}(M_t) \) as giving variable subspaces of the fixed vector space \( H^m_{\text{DR}}(M_0) \) for \( |t| < \epsilon \), the corresponding map to a Grassmannian has differential given by
\[ \frac{d}{dt} \left( \int_{\gamma_t(\gamma)} \omega_t \right) = \int_{\gamma_t(\gamma)} \frac{d\omega_t}{dt}. \]

Thus, if
\[ \frac{dF^p_t}{dt} \bigg|_{t=0} \subseteq F^p_0 \]

it follows that the order of pole of
\[ \frac{d}{dt} \left( \frac{P\Omega}{(F + tG)^{p+1}} \right) \bigg|_{t=0} = -\frac{(p + 1)GP\Omega}{F^{p+2}} \]
can be reduced to \( \leq p + 1 \) for all \( P \in V^{((p+1)d-(m+2)}) \) i.e., \( PG \in J^{((p+2)d-(m+2))} \) for all \( P \). Referring to the first statement in Macaulay’s theorem (1.9), except for the case \( m = 2, d = 3, p = 2 \) this implies that \( G \in J^{(d)} \), or equivalently
\[ G(X) = \sum_{i,j} A_{ij}X_i \frac{\partial F}{\partial X_j}(X). \]

But then the orbit of \( F \) under 1-parameter group \( \exp(tA) \) acting on forms of degree \( d \) has at \( t = 0 \) the same tangent \( G \) as our family \( F_t \), which implies our
assertion about the differential of the variation of Hodge structure.

**IV. Cubics.** (a) Aside from the smooth quadric hypersurfaces in $\mathbb{P}_{m+1}$, whose equation may by a suitable linear change of variables always be reduced to $\Sigma X_i^2 = 0$, and whose study is classical, the simplest hypersurfaces by virtue of their degree are the cubics. Any smooth plane cubic may be reduced to a curve with affine equation $y^2 - p(x) = 0$ as in (2.2), and we have already encountered these in our discussion of elliptic integrals. The next one is the cubic surface, but before taking it up we need to give a few remarks about rational algebraic varieties.

An $m$-dimensional algebraic variety $V \subset \mathbb{P}_N$ is said to be rational in case there is a polynomial map

$$P: \mathbb{P}_m \to \mathbb{P}_N,$$  \hspace{1cm} (4.1)

given by $P(X) = [P_0(X), \ldots, P_N(X)]$ where the $P_a(X)$ are forms of some degree $d$, whose image is $V$ and which is generically one-to-one. We note that $P$ need not be everywhere defined, but by taking any common factor out of the $P_a$'s it will be defined outside a subvariety $Z$ of codimension $\geq 2$. It follows that there can be no holomorphic differential forms $\omega$ on $V$, since otherwise $P^* \omega$ would be nonzero and holomorphic and then by Hartog's theorem would extend to all of $\mathbb{P}_m$, which is a contradiction.

A variety is unirational in case there is a generically finite-to-one mapping (4.1). The preceding observation about holomorphic differentials applies also in this case.

In our discussion of Poncelet's theorem we saw that a plane conic $C$ is rational, the mapping being given by stereographic projection as in Figure 8. Similarly, by projection we may also see that a quadric surface $S$ is rational, the parametrizing map being $t \to (x(t), y(t), z(t))$ in affine coordinates. We note that this mapping is defined for those $t$ such that the line $0t$ meets $S$ in two points; i.e., those lines $0t$ which do not lie in $S$. If $T$ is the tangent plane to $S$ at $0$, then $S \cap T$ is a singular plane conic and hence consists of two distinct lines whose intersection with $\mathbb{P}_2$ is the indeterminacy set of the parametrizing map. Similarly, we may see that quadrics of all dimensions are rational, as are cubics with a singular point since lines through this point will meet the cubic residually in one point.
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When we turn to smooth cubics the picture changes. For example, the differential $\omega = \frac{dx}{y}$ given in (2.4) is everywhere holomorphic on the cubic plane curve (2.2), which cannot then be rational by our previous remark. It is this fact which lies at the root of the difficulty in understanding the elliptic integral, since there can be no change of variables reducing the integral to an elementary one as was possible, e.g., for the cardioid (2.19).

On the other, we saw in lecture three that the holomorphic differentials on a smooth cubic hypersurface in $\mathbb{P}^{m+1}$ are residues of forms $P(X)l_0/F(X)$ where $\deg P = 3 - (m + 2)$ (cf. (3.12)), and there are none of these if $m > 2$. In fact the cubic surface is rational.

To see why this should be so we first need to discuss the remarkable fact that there are on a smooth cubic hypersurface $V \subset \mathbb{P}^{m+1}$ a family of $\infty^{2m-4}$ lines. Given points $A = [A_0, \ldots, A_{m+1}]$ and $B = [B_0, \ldots, B_{m+1}]$ in $\mathbb{P}^{m+1} = \mathbb{P}(\mathbb{C}^{m+2})$, the line joining them is parametrically described by $t_0A + t_1B$. The set of all lines in $\mathbb{P}^{m+1}$ is the Grassmann manifold $G(l, m+1)$, which has dimension $2m$ as may be seen by parametrizing a Zariski open set of lines by their points of intersection with two hyperplanes in $\mathbb{P}^{m+1}$. The vector $A \wedge B \in \mathbb{P}(\Lambda^2 \mathbb{C}^{m+2})$ represents the Plücker coordinates of the line and gives the usual embedding of the Grassmannian in a projective space $\mathbb{P}^{2m-1}$. Any geometric property of lines may be expressed in terms of these Plücker coordinates.

If $F(X) = 0$ is the equation of the cubic hypersurface $V$, then the above line lies in $V$ exactly when $F(t_0A + t_1B) \equiv 0$. Expanding out we obtain

$$F(t_0A + t_1B) = t_0^3G_0(A, B) + t_0^2t_1G_1(A, B) + t_0t_1^2G_2(A, B) + t_1^3G_3(A, B).$$

According to our remarks on Plücker coordinates the vector $(G_0(A, B), G_1(A, B), G_2(A, B), G_3(A, B)) = G(A \wedge B)$ depends only on the Plücker coordinates of the line, and setting $G(A \wedge B) = 0$ defines a subvariety of codimension $\leq 4$ in $G(1, m + 1)$. Thus the variety $\mathcal{F}(V)$ of lines lying in $V$ has dimension $\geq 2m - 4$. In fact, it was proved by the Italian geometer Fano that $\mathcal{F}(V)$ is smooth of dimension exactly $2m - 4$, and is irreducible when $m > 3$.

When $m = 2$, $\dim \mathcal{F}(V) = 0$ and the Fano variety is the famous configuration of 27 lines on a cubic surface $S$. For our purposes all we need is the existence of one line $L \subset S$, using which we shall show that $S$ is rational. For this we consider the pencil $\mathbf{P}_2(s)$ of planes in $\mathbb{P}^3$ passing through $L$; this pencil has a rational parameter $s \in \mathbb{P}_1$. For each $s$ the intersection $\mathbf{P}_2(s) \cap S$ is a plane cubic containing the line $L$, and therefore decomposes as

$$\mathbf{P}_2(s) \cdot S = L + C(s)$$

where $C(s)$ is a plane conic. By stereographic projection from one of the points of $L \cdot C(s)$ we may rationally parametrize $C(s)$ by

$$t \mapsto (x_1(s, t), x_2(s, t), x_3(s, t)).$$

For a finite number of values $s = s_i$ the conic $C(s)$ splits into two lines and away from these critical values the functions $x_i(s, t)$ are locally single-valued functions of $s$ as well as being rational functions of $t$. In fact, when $s$ turns around a critical value $s = s_i$ the $x_i(s, t)$ analytically continue back to
themselves, a proof of which may be made by analogy with the following consideration:

In $\mathbb{P}_2$, we consider the family of conics $C(s)$ having the affine equation $x^2 - y^2 = s$.

When $s = 0$ the conic splits into the two lines $x = \pm y$. Setting $x = 1/x'$ and $y = y'/x'$ the equation of $C(s)$ is

$$sx'^2 + y'^2 = 1.$$  

From this we see that $C(s)$ meets the line $x' = 0$ in the two points $y' = \pm 1$. To explicitly give the stereographic projection of $C(s)$ from $x' = 0, y' = 1$ we describe the pencil of lines through this point by the equation $tx' + y' = 1$. The residual point of intersection of this line with $C_s$ has coordinates

$$x' = \frac{2t}{s + t^2},$$  

$$y' = \frac{s - t^2}{s + t^2}.$$
which are then single-valued functions of both $s$ and $t$. Returning to the cubic surface $S$, it follows that the $x(s, t)$ are everywhere locally single-valued functions of $s$ and are rational functions of $t$, and this observation may be developed into a proof that $S$ is rational.

Coming to the cubic threefold $V \subset \mathbb{P}_3$ it was known 100 years ago and is not difficult to prove that $V$ is unirational by a generically two-to-one map $\mathbb{P}_3 \to V$ (cf. the references at the end of this talk). However, the preceding argument that a cubic surface is rational breaks down. It was Fano who believed that in fact $V$ should not be rational, but all attempts to prove this by classical geometric arguments were incomplete and the nonrationality was only recently established. The combination of residues and Hodge theory played an important role in the original proof, and in a sense may be said to have provided the ingredient which the Italians were lacking. We shall conclude the lectures by very roughly describing how this goes.

(b) Some general considerations are necessary before we can go more deeply into the cubic threefold. If $M$ is a smooth algebraic variety of odd dimension $m = 2n + 1$, we recall the Hodge decomposition (3.7) and set

$$H^+(M) = H^{2n+1,0}(M) \oplus \cdots \oplus H^{n+1,0}(M)$$

$$= F^{n+1}H^{2n+1}_\text{DR}(M).$$

Integration over cycles defines a linear map

$$H_{2n+1}(M, \mathbb{Z}) \to H^+(M)^*,$$

and by virtue of $H^{2n+1}_\text{DR}(M) = H^+(M) \oplus H^+(M)^*$ the image of this map gives a lattice. The quotient

$$J(M) = H^+(M)^*/H_{2n+1}(M, \mathbb{Z})$$

is the intermediate Jacobian of $M$. For curves it is the usual Jacobian variety discussed in the previous two lectures.

As noted in the third lecture, $J(M)$ varies holomorphically with $M$. However, when $m > 1$ the bilinear relations (3.9) do not give a polarization in the usual sense due to the alternation of signs in the last relation there. One case in which we do obtain a principal polarization is when

$$h^{2n+1,0}(M) = \cdots = h^{n+2,0}(M) = 0, \quad h^{2n-1}(M) = 0,$$

and under these circumstances we may expect the geometry of the $\Theta$-divisor to enter into the study of $M$. We note that when $m = 3$ the conditions (4.2) become

$$h^3(M) = 0, \quad h^1(M) = 0.$$  

To see how the geometry of $\Theta$ might enter we need an analogue of the abelian sums on curves. If $Z$ is an algebraic $n$-cycle on $M$ which is homologous to zero, then following the same procedure as in the curve case we write $Z = \partial \Gamma$ for a chain $\Gamma$ of real dimension $2n + 1$ and consider the vector

$$u(Z) = \left( \int_\Gamma \omega_1, \ldots, \int_\Gamma \omega_g \right) \in J(M)$$

where $\omega_1, \ldots, \omega_g$ is a basis for $H^+(M)$. The map (4.4) which we may call the Abel-Jacobi map, has formal properties similar to the curve case. For exam-
pie, if \{ W_t \}_{t \in T} is an algebraic family of \( n \)-dimensional algebraic subvarieties \( W_t \subset M \), then choosing a base point \( 0 \in T \) and setting \( Z_t = W_t - W_0 \) we obtain a holomorphic mapping

\[ u: T \to J(M). \]

The induced map on differentials is

\[ u^*: H^+(M) \to H^{1,0}(T), \]

and it follows that \( u \) is constant in case \( h^1(T) = 0 \). In more suggestive notation the generalized "abelian sum"

\[ \left( \int_{W_0}^{W_t} \omega_1, \ldots, \int_{W_0}^{W_t} \omega_g \right) \]

is constant mod periods in case the parameter variety \( T \) has first Betti number zero. For curves this is a fancy way of stating Abel's theorem.

We now return to our smooth cubic threefold \( V \subset \mathbb{P}_4 \) with \( S = \mathcal{S}(V) \) denoting the Fano surface of lines on \( V \). In this case by (3.14) and the Lefschetz hyperplane theorem the conditions (4.3) are satisfied, and we will study the Abel-Jacobi mapping

\[ u: S \to J(V). \tag{4.5} \]

The general version of Abel's theorem mentioned above gives the following two relations:

\begin{align*}
\sum_{i=1}^{3} u(L_i) &= \text{const,} \quad L_1, L_2, L_3 \text{ coplanar,} \\
\sum_{a=1}^{6} u(L_a) &= \text{const,} \quad L_1, \ldots, L_6 \text{ pass through a point.} \tag{4.6}
\end{align*}

Indeed, the planes \( \mathbb{P}_2 \subset \mathbb{P}_4 \) are rationally parametrized by the Grassmannian \( G(2, 4) \), and the intersection \( \mathbb{P}_2 \cdot V = E \) is a plane cubic. Generically \( E \) is smooth, but it may degenerate into a line plus a conic or to three coplanar lines. In any case the abelian sum \( \left( \int_{E_0}^{E} \omega_1, \ldots, \int_{E_0}^{E} \omega_8 \right) \) is constant mod periods, and this gives the first relation in (4.6). For the second one we note that at each point \( p \) of \( V \) the intersection \( T_p \cap V \) of the tangent plane with \( V \) is a cubic surface \( S_p \) with a singular point at \( p \). It is easy to see that there are generically 6 lines \( L_a(p) \) through \( p \) lying in \( V \), and since \( h^1(V) = 0 \) the corresponding abelian sum is constant mod periods.

The deeper properties of (4.5) require the interplay between residues and Hodge theory. Referring again to (3.14) we have:

The space \( H^+(V) = H^{2,1}(V) \) is canonically given by residues of rational forms

\[ \varphi_H = \frac{H(X)\Omega}{F(X)^2} \tag{4.7} \]

where \( H(X) \in \mathbb{C}^\times \) is a linear function. In particular,

\[ \dim J(V) = 5. \]

If we denote by \( L_s \subset V \) the line corresponding to \( s \in S \) and by \( \tau_s(L_s) \subset \]
$\mathbb{P}_4 - V$ the $\varepsilon$-tube over $L_s$, then the Abel-Jacobi mapping (4.5) is described by integrals

$$
\lim_{\varepsilon \to 0} \left( \frac{1}{2\pi \sqrt{-1}} \int_{\tau_s(L_s)} \varphi_H \right).
$$

(4.8)

Since $\varphi_H$ has a pole of order two along $V$ the convergence of (4.8) is not obvious, but depends on the relation between order of pole and the Hodge type of cycles. However, once this has been established, it is quite plausible that the same reasoning should give the additional fact:

*In case $L_s$ is contained in the hyperplane $H(X) = 0$,

$$
\frac{d}{ds} \left( \lim_{\varepsilon \to 0} \frac{1}{2\pi \sqrt{-1}} \int_{\tau_s(L_s)} \varphi_H \right) = 0.
$$

(4.9)

In other words, denoting by $L_s^\perp \cong \mathbb{C}^3$ the subspace of $\mathbb{C}^5$ consisting of linear functions which vanish on the line $L_s$, what is suggested by these analytic considerations is a map

$$
\mathbb{C}^5 / L_s^\perp \to T_s(S)^*.
$$

(4.10)

If this is true, then we have found a link between the infinitesimal properties of the Abel-Jacobi mapping (4.5) and the geometry of the surface of lines on the cubic threefold.

In fact, it turns out that (4.10) is defined as indicated and is an isomorphism. This implies that the composition of (4.5) with the Gauss mapping

$$
\gamma(u): S \to G(2, 4),
$$

which we recall assigns to each point $u(s) \in u(S)$ its tangent plane translated to the origin in $\mathbb{C}^5$ and viewed as a line in $\mathbb{P}_4$, is just the tautological inclusion of the Fano surface in the space of all lines in $\mathbb{P}_4$. This puts us in a formally analogous situation to the relationship as discussed in the third lecture between curves and their Jacobians, where the basic fact relating the Abelian sums and the projective geometry of the curve is the observation that the composition of $u: C \to J(C)$ with the Gauss map is the canonical mapping of the curve. In the present case one may use (4.10) to get started on the analysis of the $\Theta$-divisor on $J(V)$ which eventually leads to the nonrationality of the cubic threefold.

In concluding this discussion of cubics we should like to remark first that just as the Jacobian variety of a plane cubic may be given a group structure by taking the free group on the points modulo the relation "3 points are colinear" provided by Abel's theorem (2.13), so we may realize the intermediate Jacobian $J(V)$ as the free group on the lines modulo the generating relations (4.6). Secondly, the analysis of the cubic has also been carried out over fields of any characteristic $\neq 2$, so that there is no need to approach this—as well as any of the other problems we have discussed—by analytic methods if one doesn't so choose. The point I have hopefully been able to make is the continuing relevance of analytic methods to problems in algebraic geometry, both on aesthetic grounds and as a means of providing a method of attack on questions where purely geometric reasoning has yet to succeed.
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