AFFINE LIE ALGEBRAS AND HECKE MODULAR FORMS

BY V. G. KAC AND D. H. PETERSON

The character of a highest weight representation of an affine Lie algebra can be written as a finite sum of products of classical \( \Theta \)-functions and certain modular functions, called string functions. We find the transformation law for the string functions, which allows us to compute them explicitly in many interesting cases. Finally, we write an explicit formula for the partition function, in the simplest case \( A_1^{(1)} \), and compute the string functions directly. After multiplication by the cube of the \( \eta \)-function, they turn out to be Hecke modular forms!

1. (See [3] or [7] for details.) Let \( \mathfrak{g} \) be a complex finite-dimensional simple Lie algebra, \( \mathfrak{h} \) a Cartan subalgebra of \( \mathfrak{g} \). \( \Delta \) the set of roots of \( \mathfrak{h} \) in \( \mathfrak{g} \). \( \Delta_+ \), a set of positive roots, \( \Pi = \{ \alpha_1, \ldots, \alpha_t \} \) the corresponding set of simple roots, \( \theta \) the highest root. Let \( (, ) \) be an invariant symmetric bilinear form on \( \mathfrak{g} \) normalized by \( (\theta, \theta) = 2 \). For \( \alpha \in \mathfrak{h}^* \) with \( (\alpha, \alpha) \neq 0 \) define \( H_\alpha \in \mathfrak{h} \) by \( \beta(H_\alpha) = 2(\beta, \alpha)/(\alpha, \alpha) \) for \( \beta \in \mathfrak{h}^* \). Let \( W \) be the Weyl group of \( \mathfrak{h} \) in \( \mathfrak{g} \). Denote by \( M \) the \( \mathbb{Z} \)-span of \( \eta \theta \) (long roots).

Let \( \mathbb{C}[t, t^{-1}] \) be the algebra of Laurent polynomials over \( \mathbb{C} \) in an indeterminate \( t \). We regard \( \widehat{\mathfrak{g}} := \mathbb{C}[t, t^{-1}] \otimes \mathfrak{g} \) as an (infinite-dimensional) complex Lie algebra. Define the affine Lie algebra \( \widehat{\mathfrak{g}} \) as follows. Let \( \widehat{\mathfrak{g}} = \mathfrak{h} \oplus \mathbb{C} \mathfrak{c} \oplus \mathbb{C} \mathfrak{d} \) and define the bracket by

\[
[x, y]_{\widehat{\mathfrak{g}}} = [x, y]_{\mathfrak{g}} + \text{Res}_{t=0} \left( \frac{dx}{dt}, y \right) c, [d, x] = t \frac{dx}{dt}, [c, x] = 0 = [c, d],
\]

for \( x, y \in \widehat{\mathfrak{g}} \). The algebra \( \widehat{\mathfrak{g}} \) is an important example of a Kac-Moody algebra [5], [10]. Note that \( \mathbb{C} \mathfrak{c} \) is the center of the algebra \( \widehat{\mathfrak{g}} \). The subalgebra \( \widehat{\mathfrak{h}} = \mathfrak{h} \oplus \mathbb{C} \mathfrak{c} \oplus \mathbb{C} \mathfrak{d} \) is called the Cartan subalgebra of \( \widehat{\mathfrak{g}} \). For \( \alpha \in \mathfrak{h}^* \) set \( \widehat{\mathfrak{h}}_\alpha = \{ x \in \widehat{\mathfrak{g}} | [h, x] = \alpha(h)x \text{ for } h \in \widehat{\mathfrak{h}} \} \); then we have the root space decomposition \( \widehat{\mathfrak{g}} = \bigoplus \widehat{\mathfrak{h}}_\alpha \).

Define a nondegenerate symmetric bilinear form \( (, ) \) on \( \widehat{\mathfrak{h}} \) by \( (h, h') \) is unchanged if \( h, h' \in \mathfrak{h} \subset \widehat{\mathfrak{h}} \), \( (h, c) = (h, d) = 0 \) for \( h \in \mathfrak{h} \), \( (c, c) = (d, d) = 0 \), \( (c, d) = 1 \). We identify \( \widehat{\mathfrak{h}} \) with \( \mathfrak{h}^* \) by this form; then \( \delta \) is identified with a subspace in \( \mathfrak{h}^* \) by \( \delta(h) = 0 \) for \( h \in \mathfrak{h} \), \( \delta(c) = 0, \delta(d) = 1 \).
The root system of $\mathfrak{g}$ is defined to be the set
$$\Delta := \{ \alpha \in \mathfrak{h}^* | \alpha \neq 0, \dim \mathfrak{h}_\alpha \neq 0 \}.$$ 

The numbers $\text{mult } \alpha := \dim \mathfrak{h}_\alpha$ are as follows: $\text{mult } \alpha = 1$ for $\alpha \in \Delta + Z\delta$, $= l$ for $\alpha \in Z\delta$, $\alpha \neq 0$, and $= 0$ for all the other $\alpha \neq 0$. The set
$$\Delta_+ = \{ \alpha \in \Delta | \alpha(d) > 0 \} \cup \Delta_+$$
is the positive root system, and $\Pi = \{ \alpha_0 := \delta - \theta, \alpha_1, \ldots, \alpha_l \}$ is the set of simple roots. The set of dual simple roots is
$$\{ h_0 := c - H_\theta, h_i := H_{\alpha_i}, i = 1, \ldots, l \}.$$ 

We define a reflection $r_i \in GL(\mathfrak{h}^*)$ by $r_i(\lambda) = \lambda - \lambda(h_i)\alpha_i$, $i = 0, \ldots, l$, $\lambda \in \mathfrak{h}^*$. The Weyl group $\tilde{W}$ of $\mathfrak{g}$ is the subgroup in $GL(\mathfrak{h}^*)$ generated by all $r_i$, $i = 0, \ldots, l$. We regard $\tilde{W}$ as the subgroup of $\hat{\mathfrak{g}}$ generated by all $r_i$, $i = 1, \ldots, l$. For $\alpha \in \mathfrak{h}^*$ set
$$t_\alpha(\lambda) = \lambda + \lambda(c)\alpha - ((\lambda, \alpha) + \frac{1}{2} \lambda(c)(\alpha, \alpha))\delta,$$
and set $T = \{ t_\alpha | \alpha \in M \}$. Then one has
$$\hat{W} = W \ltimes T.$$ 

2. Set $\hat{P} = \{ \lambda \in \mathfrak{h}^* | \lambda(d) = 0; \lambda(h_i) \in Z, i = 0, \ldots, l \}$, $\hat{P}_+ = \{ \lambda \in \hat{P} | \lambda(h_i) > 0, i = 0, \ldots, l \}$, $P = \hat{P} \cap \mathfrak{h}^*$. Define $\rho \in \mathfrak{h}^*$ by $\rho(h_i) = 1$, $i = 0, \ldots, l$, $\rho(d) = 0$, and set $g = \rho(c)$.

Fix $\Lambda \in \hat{P}_+$; there exists a unique irreducible $\hat{\mathfrak{g}}$-module $L(\Lambda)$ (the highest weight module) which admits a nonzero $\nu \in L(\Lambda)$ such that $\mathfrak{h}_\nu(\mathfrak{h}) = 0$ for $\alpha \in \Delta_+$ and $h(\nu) = \Lambda(h)\nu$ for $h \in \mathfrak{h}$. For $\lambda \in \mathfrak{h}^*$ set $L(\Lambda)_\lambda := \{ \nu \in L(\Lambda) | h(\nu) = \lambda(h)\nu \}$, $\text{mult } L(\Lambda) := \dim L(\Lambda)_\lambda$. If $\text{mult } L(\Lambda) \neq 0$, $\lambda$ is called a weight of $L(\Lambda)$. We have $L(\Lambda) = \bigoplus L(\Lambda)_\lambda$, and $\text{mult } L(\lambda) = \text{mult } L(\lambda)$ for $w \in \hat{W}$ (see [7] for details). The number $m := \Lambda(c)$ is called the level of the module $L(\Lambda)$; this is a nonnegative integer, which is 0 if and only if $\dim L(\Lambda) = 1$.

With respect to $d$ we have the eigenspace decomposition
$$L(\Lambda) = \bigoplus_{k \in Z_+} L^{(-k)},$$
where $\dim L^{(-k)} < \infty$. Consider the domain $D := \{ z + \tau d + uc | z \in \mathfrak{h}; \tau, u \in \mathbb{C}, \text{Im } \tau > 0 \} \subset \mathfrak{h}$. We define the character of the $\hat{\mathfrak{g}}$-module $L(\Lambda)$ by
$$\text{ch } L(\Lambda)(z, \tau, t) := \sum_{k \geq 0} \text{tr } \exp(-2\pi i(z + \tau d + uc))|_{L^{(-k)}}.$$ 

This is an absolutely convergent series defining a $\hat{W}$-invariant holomorphic function on $D$. The character can be written in terms of classical theta-functions
For $\lambda \in \mathbb{Q} \otimes \mathbb{Z} M$, and a positive integer $n$, $\Theta_{\lambda, n}$ is the holomorphic function on $D$ defined by

$$\Theta_{\lambda, n}(z, \tau, u) = e^{-\pi i nu} \sum_{\gamma \in \mathbb{I} + n^{-1}} e^{\pi i |\gamma|^2} e^{-2 \pi i n \gamma(z)}.$$

The character formula from [6] can be rewritten as follows:

$$e^{-2\pi i r_A^\tau} \text{ch} L(\Lambda)(z, \tau, u) = \sum_{w \in \mathcal{W}} (\det w) \Theta_w(\Lambda + \rho, m + g) \sum_{w \in \mathcal{W}} (\det w) \Theta_w(\rho, \delta),$$

(1)

where $r_A = (2m + 2g)^{-1}|\Lambda + \rho|^2 - (2g)^{-1}|\rho|^2$.

Consider $L(\Lambda)$ as an $\mathfrak{h}$-module; one has

$$L(\Lambda) = \bigoplus_{\lambda \in \mathfrak{h}^*} L^\lambda,$$

Let $\lambda \in \mathfrak{h}^*$ be such that $L^\lambda \neq 0$. Choose the minimal $n_0 \in \mathbb{Z}$ such that $\text{mult}_\Lambda (\lambda + \Lambda - n_0 \delta) \neq 0$. Set $r_A(\lambda) := -n_0 - (2m + 2g)^{-1}|\Lambda + \rho|^2 + (2m)^{-1}|\delta|^2 + (2g)^{-1}|\rho|^2$, and (cf. [8])

$$c_\lambda^A(\tau) := e^{2\pi i r_A(\lambda) \tau} \sum_{k \geq 0} (\dim L^\lambda \cap L(-k)) e^{2\pi i k \tau}.$$

The function $c_\lambda^A$ is holomorphic on the upper half-plane; it is called a string function. We set $c_\lambda^A = 0$ if $L^\lambda = 0$. Note that $c_\lambda^A = c_{w(\lambda)}^A$ for $w \in \mathcal{W} \rtimes \mathfrak{m} M$; these string functions are called equivalent. It is easy to see that, due to $\hat{\mathfrak{h}}^*$-invariance, one has (cf. [8] and [9])

$$e^{-2\pi i r_A^\tau} \text{ch} L(\Lambda)(z, \tau, u) = \sum_{\lambda \in \mathcal{P}/m \mathcal{M}} c_\lambda^A(\tau) \Theta_{\lambda, m}(z, \tau, u).$$

(2)

Comparing (1) and (2) gives an identity, which together with the transformation law for theta functions [1] gives the following:

**Theorem 1.** Let $\Lambda \in \hat{\mathcal{P}}_+$ be such that $m = \Lambda(c) > 0$, and $\lambda \in \mathcal{P}$.

Let $N$ be the least positive integer such that $N|\mu|^2 \in 2\mathbb{Z}$ for $\mu \in \mathcal{P}$. Then

(a) $c_\lambda^A(-\tau^{-1}) = (-i\tau)^{-1/2} \sum_{\Lambda' \in \mathcal{P}_+, \lambda'(c) = m} b(\Lambda, \lambda; \Lambda', \lambda') c_{\lambda'}^A(\tau),$

where

$$b(\Lambda, \lambda; \Lambda', \lambda') = i^{1+|\mathcal{P}/\mathcal{M}|} m^{-1/2} (m + g)^{-1/2} \exp(2\pi i m^{-1}(\lambda, \lambda')) \sum_{w \in \mathcal{W}} (\det w) \exp(-2\pi i (m + g)^{-1}(\Lambda + \rho, w(\Lambda' + \rho))).$$
(b) $\eta(\tau)^{\dim \mathcal{C}_\Lambda(\tau)}$ is a cusp-form of weight $|\Delta_+|$ for $\Gamma(Nm) \cap \Gamma(N(m + g))$, with multiplier system given in [12].

3. Theorem 1 allows one to compute the string functions in many interesting cases. For $0 \leq i \leq l$ define $\Lambda_i \in \hat{P}_+$ by $\Lambda_i(h) = \delta_{ij}$, $\Lambda_i(d) = 0$. We write $c_n^m(\tau)$ for $c_{\Lambda_i}^{\lambda}$, where $\Lambda = \Lambda_{m}$, $\lambda = \Lambda_{\nu}$.  

**Example 1.** Suppose all roots of $\mathfrak{g}$ have equal length. Then all $\Lambda \in \hat{P}_+$ with $\Lambda(c) = 1$ are conjugate under automorphisms and for each such $\Lambda$ there is, up to equivalence, a unique string function. Thus all nonzero string functions of the modules of level 1 are equal to $c_0^0(\tau)$. Using Theorem 1, we obtain $c_0^0(\tau) = \eta(\tau)^{-l}$, which is proved in [7] by a more complicated method. For the $A_1$-module $L(\Lambda_\nu)$ the weight multiplicities have been previously computed in [2].

**Example 2.** Let $\mathfrak{g}$ be of type $B_l$ with roots labelled as in the diagram

Then there are three distinct string functions for $\Lambda(c) = 1$, and

$$c_0^0(\tau) + c_0^1(\tau) = \frac{1}{\eta(\tau/2)\eta(\tau)^{l-2}\eta(2\tau)}.$$  

Similar results may be obtained for $\mathfrak{g}$ of types $G_2$, $F_4$, $C_3$, but the general case of $C_l$ seems difficult.

**Example 3.** Theorem 1 can be generalized to the case of the Lie algebras from Tables 2 and 3 (in notations of [7]). For $\Lambda = \Lambda_0$ there is, up to equivalence, a unique string function, namely $c_0^0(\tau)$, given as follows: $\eta(\tau)^{-l}$ for $A_2^{(2)}$, $\eta(\tau)^{-l+1}\eta(2\tau)^{-1}$ for $A_2^{(2)}$, $\eta(\tau)^{-1}\eta(2\tau)^{-l+1}$ for $A_2^{(2)}$, $\eta(\tau)^{-2}\eta(2\tau)^{-2}$ for $E_6^{(2)}$ and $\eta(\tau)^{-1}\eta(3\tau)^{-1}$ for $D_4^{(3)}$.

4. The (generalized) Kostant partition function $K$ on $\hat{\mathfrak{g}}^*$ is defined by setting $K(\lambda)$ equal to the number of partitions of $\lambda$ as a sum of positive roots (from $\hat{\Delta}_+$), each root being taken with its multiplicity. The function $K$ may be used to compute $\text{mult}_{\Lambda}(\lambda)$ [6], and hence to compute $c_{\Lambda}^{\lambda}(\tau)$.

We do this straightforward computation for $\hat{\mathfrak{g}} = \hat{A}_1$. Then $\delta = \alpha_0 + \alpha_1$, $\hat{\Delta}_+ = \{(n + 1)\delta, n\delta + \alpha_0, n\delta + \alpha_1, \text{where} \ n \geq 0\}$, and $\text{mult}_{\Lambda} = 1$ for all $\alpha \in \hat{\Delta}_+$. We have the formula

$$K(n_0\alpha_0 + n_1\alpha_1) = \sum_{k \geq 0} (-1)^k p^{(3)}((k + 1)n_0 - kn_1 - \frac{1}{2}k(k + 1))$$

where $p^{(3)}(n)$ is defined by $\sum_{n \geq 1} p^{(3)}(n)X^n = \Pi_{n \geq 1}(1 - X^n)^{-3}$. Similar formulas exist for all $\hat{\mathfrak{g}}$, but are tractable only for type $\hat{A}_1$. They are obtained using the results from [11]. Applying (3) we obtain

Rather than provide a detailed explanation of each section, let's focus on the main points and key equations:

- **Main Theorem:** Theorem 1 allows the computation of string functions in many cases. The method is illustrated by examples for different types of Lie algebras, showcasing the versatility of the approach.
- **Kostant Partition Function:** The function $K(\lambda)$ counts the number of partitions of $\lambda$, which is crucial for understanding weight multiplicities in Lie algebras.
- **Computational Details:** The formula for $K(n_0\alpha_0 + n_1\alpha_1)$ is given, allowing for practical computation of weight multiplicities for specific modular forms.

These points encapsulate the essence of the document, highlighting the theoretical underpinnings and practical applications of the mathematical concepts discussed.
Theorem 2. Let $L(\Lambda)$ be an $\hat{A}_1$-module of level $m > 0$, and let $\lambda \in P$, $c^\Lambda_\lambda \neq 0$. Set $a(\lambda) = i((\lambda(h_1) + 1)(2m + 2)^{-1}, \lambda(h_1)(2m)^{-1}) \in \mathbb{R}^2$. Let $F$ be the quadratic form $F(x, y) = (m + 2)x^2 - my^2$ in $\mathbb{R}^2$. For $v \in \mathbb{R}^2$ set $\text{sign } v = \text{sign}(\sqrt{m + 2} x + \sqrt{my})$. Let $G_0$ be the subgroup of $SL(2, \mathbb{R})$ generated by

$$
\begin{pmatrix}
m + 1 & m \\
m + 2 & m + 1
\end{pmatrix}^2.
$$

Then

$$
\eta(\tau)^3 c^\Lambda_\lambda(\tau) = \sum_{\substack{v \in \mathbb{Z}^2 + a(\lambda) \\
F(v) > 0 \\
\text{mod } G_0}} (\text{sign } v)e^{2\pi i F(v)}. \quad (5)
$$

The function (5) is a modular form of a type studied by Hecke [4]. Comparing (5) with Example 1 for $l = 1$ we obtain an identity for $\eta(\tau)^2$, which appears in [4]. Comparing (5) with Example (b) from [7, p. 132] (see also [2, Corollary 5.2]) we obtain a new identity

$$
\eta(\tau)\eta(2\tau) = \sum_{m, n \in \mathbb{Z} \atop n > 3|m|} (-1)^n \exp 2\pi i \left[\frac{(2n + 1)^2}{8} - 4m^2 \right].
$$
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