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ON A THEORY OF COMPUTATION AND COMPLEXITY 
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ABSTRACT. We present a model for computation over the reals or an 
arbitrary (ordered) ring R. In this general setting, we obtain universal 
machines, partial recursive functions, as well as JVP-complete problems. 
While our theory reflects the classical over Z (e.g., the computable func­
tions are the recursive functions) it also reflects the special mathematical 
character of the underlying ring R (e.g., complements of Julia sets provide 
natural examples of R. E. undecidable sets over the reals) and provides 
a natural setting for studying foundational issues concerning algorithms 
in numerical analysis. 

Introduction. We develop here some ideas for machines and computa­
tion over the real numbers R. 

One motivation for this comes from scientific computation. In this use 
of the computer, a reasonable idealization has the cost of multiplication 
independent of the size of the number. This contrasts with the usual 
theoretical computer science picture which takes into account the number 
of bits of the numbers. 

Another motivation is to bring the theory of computation into the do­
main of analysis, geometry and topology. The mathematics of these sub­
jects can then be put to use in the systematic analysis of algorithms. 

On the other hand, there is an extensively developed subject of the 
theory of discrete computation, which we don't wish to lose in our theory. 
Toward this end we define machines, partial recursive functions, and other 
objects of study over a ring R. Then in the case where R is the ring of 
integers Z, we have the same objects (or perhaps equivalent objects) as the 
classical ones. Computable functions over Z are thus ordinary computable 
functions. R.E. sets over Z are ordinary R.E. sets. But when the ring is 
specialized to the real numbers, we have computable functions which are 
reasonable for the study of algorithms of numerical analysis. R.E. sets over 
R are no longer countable and include, for example, basins of attraction 
of complex analytic dynamical systems. 
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There is another virtue of developing a theory of machines over a ring. 
It forces a more algebraic approach, closer to classical mathematics, than 
the approach from logic. 

Here is an abbreviated description of some of the results of this paper, 
in this context of machines over a ring R. 

(I) Most Julia sets are not R.E. over the reals, so their 
complements, the basins of attraction, provide natural ex­
amples of R.E. undecidable sets over R (§§1 and 10). 

The Julia set example provides an interesting link between the theory 
of computation and dynamical systems. A perhaps deeper link is the com­
puting endomorphism (§3) which is an important conceptual and technical 
tool used in our development. 

(II) An analogue of Cook's JVP-completeness theorem is 
proved over the real numbers. The NP-complete prob­
lem over R is the 4-Feasibility problem, i.e. the prob­
lem of deciding whether or not a real degree 4 polynomial 
ƒ : R" -> R has a zero (§6). 

This result, in addition to focusing attention on the 4-Feasibility prob­
lem over R has some interesting consequences which point to the subtle 
differences between the theories of NP over R and over Z. For example, 
by straightforward counting arguments, any NP-problem over Z is seen 
to be solvable in 2poly(w) time. (See e.g. Garey-Johnson.) An analogous 
result over the reals is far from obvious since there are a continuum of 
possible guesses over R. It is not even clear a priori that AT-problems 
over R are decidable. However, since the 4-Feasibility problem over R is 
decidable (by Tarski-Seidenberg) and since the current best upper bound 
for decidability of the existential theory of the reals is 4°^ (see Renegar, 
also Canny and Grigorev-Vorobjov), we also get exponential upper bounds 
for TVP-problems over R but for much deeper reasons than the case over 
Z. For another interesting difference between the two theories, note that 
by Hilbert's Tenth Problem, the 4-Feasibility problem restated over Z is 
not even decidable over Z and so not in NP over Z. 

PROBLEM. What is the relation between the problems P = NP over R, 
and P = NP over Z? 

(III) Computable functions over R are characterized in­
trinsically by a class we call partial recursive functions over 
R. For JR = Z, these are the usual partial recursive func­
tions (§7). 

(IV) There exists a universal machine over R. This ma­
chine, inspired by the Universal Turing Machine, does the 
computation of any machine over R. The universal ma­
chine over R turns out to be independent of R. Moreover, 
by avoiding Gödel coding via prime numbers, the algebraic 
structure of the universal machine remains intact (§8). 
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(V) Inspired by the work of Davis, Robinson and Put­
nam, and Matijasèvic on Hubert's tenth problem, we give 
a "diophantine-like" description of R.E. sets, for a certain 
class of machines (§9). 

There are a large number of contributions of mathematicians and com­
puter scientists which predate and relate to this work. A very brief survey, 
with some comparisons, follows. 

Of course, the work of Turing, Gödel, Church and others in the thirties 
forms the core of the existing framework for our work. Although much of 
the classical theory of computation deals with computing over the natural 
numbers, certain approaches have considered other underlying domains. 

Close to the classical approach, Rabin developed a theory of computable 
algebra and fields in which the underlying domains can be effectively coded 
by natural numbers and are thus, necessarily countable. 

On the other hand, the theories of computation over abstract structures, 
are perhaps more general than ours. See e.g., Friedman (or as discussed 
by Shepherdson in Harrington, et al), Tiuryn, and Moschovakis. These 
general approaches both exploit and explore the logical properties of pro­
cedures. But, when applied to specific structures such as the reals, they 
do not yield the concrete mathematical results (e.g. about Julia sets or the 
4-Feasibility problem) that quite naturally follow from the more mathe­
matical model developed in this paper. 

Recursive analysis provides yet another approach. See, e.g. Friedman-
Ko, Pour-El-Richards, Hoover and Kreitz-Weihrauch. Some tools here are 
recursive functionals, computable real numbers and oracle Turing ma­
chines where, roughly, one imagines a real number fed to the machine 
bit by bit. To contrast, we view a real number not as its decimal (or 
binary) expansion, but rather a mathematical entity as is generally the 
practice in numerical analysis. Thus, for example, we suppose Newton's 
algorithm for finding the zeroes of a polynomial ƒ to be performed on an 
arbitrary real, not just a computable real; the fundamental components 
of the algorithm in our model, as in practice, are the rational operations 
Nf{x) = x - f(x)/f'(x), not the bit operations. 

The development of algebraic complexity theory, in particular the work 
of Ostrowski, Pan, Winograd, Strassen and Schönhage (see von zur Gathen 
for a recent survey) gave rise to the "real number model" approach to com­
putation. Decision and computation tree models as in Rabin, Steele-Yao, 
Ben-Or, and the tame machines in Smale, are such real number models 
of computation but considerably less powerful or general purpose than 
ours (e.g., they have bounded halting time and none are universal; also 
they don't allow for uniform algorithms as do our infinite dimensional 
machines). 

More closely related are the register machines of Shepherdson-Sturgis 
and the RAM's or random access machines. (See Aho-Hopcroft-Ullman or 
Machtey-Young for discrete versions.) While a definition of a real RAM 
is given in Preparata-Shamos, the formal development of a theory is not 
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pursued. Indeed, in their book, only a subclass of machines, equivalent 
to the class of decision trees, is utilized. Perhaps closest to our approach 
is the work of Herman-hard on computability over arbitrary fields. Also 
close in spirit is a theory of real Turing machines outlined by Abramson. 
Nimrod Megiddo has also considered an example of an NP-complete over 
R in our model. 

Some other related papers are Borodin, Valiant, Endler, Lovdsz, and 
Eaves-Rothblum and Traub- Wozniakowski. Books having significant con­
tact with this paper include Davis, Eilenberg, Manin, Manna, Minsky and 
Rogers. 

Especially in §§5 and 6 below, the influence of complexity work of Cook 
and Karp (see Garey-Johnson) among many others, is evident. In our §8, 
Robinson, Matijasèvic, Davis, and Putnam, and DenefhavG been influen­
tial. 

We would like to acknowledge helpful discussions with Martin Davis 
and Steve Simpson. 
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1. Examples of machines over R. Even before defining our notion of 

a machine, we give some examples. The first examples are related to the 
theory of complex dynamical systems. We present them in some detail. 

EXAMPLE 1. Consider a complex polynomial map g : C —• C. This map 
g will be considered as an endomorphism, mapping C into itself. Thus it 
makes sense to iterate it. That is g(g(z)) = g2(z) is defined as well as the 
A:th iterate gk(z), for each z e C. 

LEMMA. There is a real constant, C = Cg such that if\z\ > C, then 
\gk(z)\ —• oo as k —• oo. 

This is true because the highest order term of a polynomial dominates 
the others for \z\ sufficiently large. Moreover, if go(z) = zà, \g§{z)\ = 
\zf. 

Now we may define a "machine" M from g, by the following flow chart 
(see Figure 1). 

This M is a machine over R, not C, since it uses the real comparison 
\z\ < Cg\ in the context of this machine, we view C as R2. 
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Compute 

g{z) and 

replace z by g(z) 

1*1 s C. 

Output z 

Input ziC 

\z\ < Cg 

FIGURE 1 

One can see that the "halting set" QM of the machine M is precisely 
the set of points which eventually tend to oo under iterates of g. The 
halting set is analogous to the R.E. sets of recursive function theory, and 
eventually we will define a class of machines which contains not only this 
g machine, but machines equivalent to Turing machines as well. Thus we 
call Q M an R.E. set over R. Note that it is certainly not a usual R.E. set 
since it is not countable. It is natural to ask, is QM "decidable" or, inspired 
by the classical tradition, is the complement of Q,M the halting set of some 
other machine over R?3 

Of course at this point, not even having a definition of a machine over 
R, the question can't be answered. But later we will show 

PROPOSITION I. Any R.E. set over R is the countable union of basic semi-
algebraic sets. 

Here a basic semialgebraic set is a subset of Cartesian space Rn defined 
by a set of polynomial inequalities of the form 

hj(x) < 0, / = 1 , . . . , / , 

hj(x) < 0 , 7 = / + l , . . . , m . 

A general reference for semialgebraic sets is Becker. 
Using this proposition, we answer our question in the next example for 

a class of halting sets £lM> 
3 If the complement of QM is the halting set of some other machine M\ we can construct 

a machine to decide for each z G C "Is z € Œ^?" schematically as follows (see Figure 2). 

Input 

"Parallel process" 

Output Yes if M halts if .tf' halts 

FIGURE 2 
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lei - 1 

FIGURE 3 

EXAMPLE 2. Specialize g to be a polynomial g(z) = z2 + c, where 
|c| > 4. In that case the complement of QM is a Cantor set, a certain Julia 
set of complex dynamical system theory. Let J = C - QM-

To see that / is a Cantor set, first note that the exterior of the circle 
of radius \c\ - 1 is mapped into itself, in fact any point in it moves away 
from zero and tends to oo under iteration. As 0 is the only critical point 
of z2 + c and it maps to c which is in the exterior of the circle of radius 
\c\ - 1 we see that the inverse image of the interior of the circle is two discs 
interior to the circle (see Figure 3). 

Now the inverse image of these discs is four discs, 2 each in the interior 
of the two, etc., The intersection of the inverse images is precisely the set 
of points which don't tend to oo. At the very first stage we have the two 
inverse mappings of the disc into its interior, by the Schwarz lemma each 
of these is a strict contraction. Therefore any infinite nesting of inverse 
images contains exactly one point and the intersection of the inverse images 
is a Cantor set. 

Now since a basic semialgebraic set has a finite number of connected 
components, it follows from the previous proposition that J is not an R.E. 
set and hence 

PROPOSITION 2. QM for the case g(z) = z2 + c, \c\ > 4, is an R.E. set 
over R which is not decidable over R. 

EXAMPLE 3. We now suppose, more generally, that g = p/q: C —> C 
is a rational endomorphism of degree at least 2 of the Riemann sphere 
C = Cu{oo}. 

Thus, (C, g) is a discrete complex analytic dynamical system. (See e.g. 
Blanchard.) Of primary interest is the long term behavior of points in C 
under the "action" of g. And so a key object of study is the orbit of a 
point z0 under g: z^z{ = g(z0),...,zk = gk(z0),.... 

The simplest case is that of a fixed point of g, i.e. a point z0 eC such 
that g(zo) = ZQ. We say a fixed point is attracting if the modulus of the 
derivative of g at z0 is less than 1, i.e. |#'(z0)| < 1. This implies there is a 
neighborhood U of z0 that is contracted into itself under g, i.e., g(U) c U; 
and so if the orbit of a point eventually enters U, it will asymptotically 
approach ZQ. A fixed point is repelling if |g'(zo)| > 1, so nearby points are 
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pushed away by g. (In the nonhyperbolic case, i.e. when |g'(z0)| = 1, the 
behavior of nearby points is not as clear cut.) 

Now more generally, a point z0 € C is periodic (of period n) if gn(z0) = 
zo for some n eZ+. It is attracting (respectively repelling) if in addition, 
\(gnY(zo)\ < 1 (respectively \(gn)f(z0)\ > 1), where (gn)'(z0) is the deriva­
tive of the nth iterate of g at zo. By the Chain Rule, these properties 
remain the same for all points in the orbit of z§\ z0, z\ = g(z0),. . . , z„ = 
gn(zo). (The corresponding periodic properties of the point at oo are usu­
ally determined by the properties of 0 after the change of coordinates 
z - l / z . ) 

If z0 is attracting of period «, the derivative condition implies there is 
a neighborhood U of ZQ such that gn(U) c U. So orbits of points that 
eventually enter U under the action of g will asymptotically approach the 
orbit of zo. Such points are said to be in the basin (of attraction) of z0; 
the basin (of attraction) of g is the union of all such basins. 

PROPOSITION 3. The basin of attraction of g is an R.E. set over R. 

To show this we construct a machine M whose halting set is the basin 
of g. Since there are only a finite number of attracting periodic points 
for rational maps (see Blanchard) there is a real polynomial h (of 2 real 
variables) such that h(z) < 0 if and only if z belongs to a finite union of 
discs around the attracting periodic points which is contracted into itself 
by g. Thus, a point is in the basin of g if and only if for some z in its 
orbit, h(z) < 0. 

Now let the machine M be described by (Figure 4). 
Clearly, QM, the halting set of M, is the basin of attraction of g. 
Again, it is natural to ask if the basin of attraction of g is decidable, or 

equivalently, if its complement is R.E. 

Compute g(z) and 

replace z by it 

h(z) < 0 

Output 2 

Input z€C 

h(z) > 0 

F I G U R E 4 
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Quite generally, the complement of the basin of attraction is the Julia 
set of g. This is true at least for the set of hyperbolic rational maps, (These 
maps are open and nonempty in the set of rational maps of each degree, 
and conjectured to be open and dense. See Sullivan.) 

The Julia set of g, Jg9 is the closure of the set of repelling periodic 
points of g. In Example 2 above, the Julia set of g is the complement of 
QM and, as shown, not decidable. To contrast, it is an easy, but instructive 
exercise to show that the Julia set of the map g(z) = z2 is the unit circle, 
and hence decidable over R. 

In § 10 below, we shall investigate systematically conditions under which 
a Julia set can be R.E. over R. Indeed we show that "most" Julia sets are 
not R.E., and hence they and their complements are not decidable. 

EXAMPLE 4. A more elementary example (due to Feng-Gao) of an R.E. 
set over R which is not decidable is the complement of the Cantor Middle 
third set in the unit interval. The demonstration is via the following "ma­
chine" (and the fact the Cantor Middle third set is an uncountable totally 
disconnected set) (see Figure 5). 

EXAMPLE 5. Another type of example is the machine that computes the 
greatest integer in x, [x\9 for x > 0 in R. (See Figure 6.) 

0 < x < l 

Subtract 2 from x 

Input x € R 

x<0 or x>l 

Compute Zx and 

replace x by Zx 

K i < 2 

Output x 

F I G U R E 5 
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Input x€R as the second 
coordinate of a point in R2 

with first coordinate 0 

Output k, 
the first 
coordinate 

Replace (k,x) 
by (* + l , x - l ) . 

F I G U R E 6 

Note that for x > 0 in R, the "cost" of computing |_*J by the above 
machine is [x + 1J comparisons and [x\ (pairs of) basic arithmetic compu­
tations. Using binary search these costs could be reduced to 0(\og(x +1)) 
but essentially no more in our model (See Proposition 3 in §4). It is of 
interest to note that in models of computation where |_*J as well as the 
basic arithmetic operations can be computed in constant time, seemingly 
hard problems such as factoring integers (Shamir) and testing satisfiabil­
ity of propositional formulas (this follows from Schönhagé) can be solved 
efficiently, i.e., in polynomial time. 

EXAMPLE 6. Now let S c Z+, the positive integers. We construct a 
machine Ms over R that "decides" S. That is, for each input « G Z + , MS 

outputs 1 (yes) if n e S and 0 (no) if n £ S. 
Ms has a built in constant s e R defined by its binary expansion 

S = .S\S2...Sn. where s> 
'n~\0 

ifneS, 
otherwise. 

Ms with its built in constant s, plays a role analogous to an "oracle" 
for a Turing machine that answers queries "Is n e ST at a cost of n 
log/7. (Using methods related to those used in Propositions 3 and 4 and 
the Remark at the end of §4, one can give an order n lower bound on 

(x1 , jc2)^-([2nsj ,2l2n-1sj) 

Input n£Z + CR 

Compute (via subroutines) 

Branch 

Xi ~ Xnj = 1 X, - In, * 1 

Output 

F I G U R E 7 
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the cost of accessing the nth bit of binary representations of real numbers 
s G (0,1) by machines over R.) (See Figure 7.) 

EXAMPLE 7. As a final example we describe the Travelling Salesman 
Problem (TSP) over an ordered ring R. Here we are given a nonnegative 
symmetric n x n matrix A over R with entries Ajj denoting the distance be­
tween "cities" i and j . Thus A is a mileage chart for the n cities {1 , . . . , n). 
The "problem" is: Given instance A, find a tour of minimum distance. A 
tour is a cycle / of {1 , . . . , n} and the distance function to be minimized is 
D(A,t) = Y:llAm. 

The Travelling Salesman "decision problem" over R is: Given (k,A), 
where k e R+ and A is a mileage chart, decide if there is a tour of dis­
tance < k. Over Z, this is the famous TVP-complete problem of classical 
complexity theory. 

Of interest to us is the TSP over the reals, R. In §4 we show that the 
"topological complexity" of the TSP over R is at least (n - l)!/2. The 
topological complexity measures the branching necessary and sufficient to 
solve all instances of the «-city TSP over R by machines over R. In §5 we 
develop a notion of NP over an ordered ring R and show that Travelling 
Salesman decision problem is NP over the reals. 

2. Machines over a ring R. Let R be a ring, commutative with unit, and 
we suppose that R is ordered. The main examples are R = Z, the integers, 
and R = R, the real numbers. In every case Z is a natural subring of R. 

Let Rn denote the direct sum of R with itself n times. We often want 
to allow that n = oo, in which case Rn is called the countable direct sum 
of R with itself. A point x = (x\,..., xn,... ) in R°° satisfies x^ = 0 for k 
sufficiently large. Ifn,m are both finite a map f:Rn-+Rmisa polynomial 
map if the coordinate maps f are polynomials in the n variables for / = 
1,..., m. If R is a field, then ƒ is rational if the f are rational functions 
in the n variables. The degree of ƒ is the maximum of the degree of the 
fi. 

In case n is oo we impose a further condition on ƒ in order that it be 
called polynomial or rational. This condition is that there is a k such that 
ft[x) = Xt if i > k and dfi{x)/dXj = 0 if / < k and j > k. This means 
that at most k variables and coordinates are active in that computation. 
The least such k will be called the dimension of f. The degree of ƒ is as 
above. 

In case R is a field we will write f:Rn-+ Rm, ƒ rational, even though 
ƒ may not be defined everywhere. 

A machine M over R consists of an input space 7, output space O and 
state space S, together with a connected directed graph whose nodes la­
belled 1,..., TV are of certain types and with associated functions. We 
proceed more precisely and at first in the finite dimensional case. Here /, 
0, and S are each Rl, Rm and Rn respectively, with /, m, n < oo. 
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The directed graph of the machine M has 4 types of nodes as follows: 

( 1 ) Exactly one input node, node 1, characterized as having 
no incoming edge, and one outgoing edge. Associated to 
this input node is a linear injective map 1:7 —• S (which 
just takes the input and puts it into the machine), and /?(1) 
the next node. 

(2) Output nodes characterized by having no outgoing edges. 
To each such node, «,is associated a linear mapO„: S —• O. 

(3) Computation nodes; each such node has a single out­
going edge, so that a next node P(n) is defined. To n is 
associated a polynomial map gn : S —• S (an "endomor-
phism"). If R is a field then gn could be taken rational. 

(4) A branch node n has two outgoing edges, giving us next 
nodes p~{n) and P+(n). To n is associated a polynomial 
hn: S —• R with p~{n) associated to the condition 
hn(x) < 0 , 0+(n) to hn(x)>0. 

If M is a finite dimensional machine over R, we may define the input-
output map (PM '- QM —• 09 QM C / , as follows. If for some computation 
node n, gn(x) is not defined because a polynomial denominator A vanishes 
at x we may modify M by changing (see Figure 8). 

With these modifications we lose little generality in assuming that at 
computation nodes, gn : S —• S is defined on any input to the node. We 
often assume this in the following. 

en 

Pin) 

h(x)*0 

to 

Aid 

PM r-^kl 

using a programming device to write 

h(x)*0 h(x) = 0 

FIGURE 8 
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Let a machine M over R be given and let y e 7. The computation on 
y by M goes in a natural way. First I(y) G S and we are at node 1 in the 
computation process. If /?(1) = n is a computation node, the computation 
g„ is performed on the state x = I(y) to produce gn(x) which replaces x. 
If « is a branch node, and hn(x) < 0, the next node is P~(n). Otherwise 
the next node is fi+(n). In both cases, the next state is still x. Thus 
the computation proceeds until an output node n is reached (if ever) and 
On(x) for some x e S is computed. In this case the computation is said 
to halt and produces (pM{y) — On(x). Denote £IM C / as the set of y 
where the computation halts. QM is t̂he halting set of M. Thus M defines 
the input-output map q>M '> &M —• O. Compare the example of § 1, which 
essentially are finite dimensional machines over R. 

It is important to allow infinite dimensional machines in the construc­
tion of universal machines and to analyze uniform algorithms (algorithms 
which solve problems with inputs of arbitrarily large size). 

We now discuss the modifications needed in the finite dimensional ma­
chines tojnake them infinite. In an infinite dimensional machine we take 
ƒ = Rl, O = Rm now allowing /, m to be < oo, together with a (finite) 
directed graph. The 4 nodes as before are the same from a graph theo­
retical view, but the definition of the associated maps must be extended 
to cover the oo-dimensional case. We have already defined a polynomial 
map R°° —• R°°. But this will not affect Xt for large / in the expression 
x = (x\9X2,... ) G R°°. This consideration forces us to introduce another 
type of node into the machine which we call a fifth node. A fifth node is de­
signed to access the xt with large /. For this we take S = Z+ +Z++R00 with 
a typical element {i,j,x\,X29...), i,j positive integers. A fifth node (one 
outgoing edge and unique next node fi{ri) as in a computation node) op­
erates on this element by transforming it to the element (/, j,x\,X2,...,xt 
replacing Xj in the y'th place in i?°°,... ) G S. No other changes are made 
in the computation of_a fifth node. If n denotes this node, then that map 
will be written as gn : S —• S. 

In the oo-dimensional case the input map I: I —> S = Z+ + Z+ + R°° 
can conveniently be taken as follows: non-zero-coordinates are given by 
I(xhk+\ = xk for k < I leaving starting values i = 1,7 = 1 in the Z+ + Z+ 

part of S. This leaves "working space" in S. 
For technical reasons, we also assume coordinate 7(x)4 denotes the 

length of x. Here, the length of a nonzero element x e Rl is defined 
as the largest k such that x^ ^ 0; the length of the 0 vector is 1. 

The gn : S -> S of a computation node is required to be of the form 
gn(i,j,x) = (ï(ij)j'{ij),x'{ij,x)) with i'(ij) = /+ 1 or 1. (Similarly, 
f(i,j) = j+1 or 1) and x'(i,j\x) satisfying the previous defined condition 
for polynomial (or rational) maps on oo-dimensional spaces. The branch 
node polynomial h : Z+ + Z+ + R°° —• R, we suppose satisfies dh/dxt = 0, 
i > some k. (This condition defines a polynomial function.) We let kM 
denote the maximum dimension of the maps and functions associated with 
the computation and branch nodes of M. Similarly, dM is the maximum 
degree of these maps. 


