
The natural abode for harmonic analysis is a locally compact topological group $G$ and the various subspaces of the group measure algebra, denoted $(M(G), *)$, obtained by endowing $M(G)$, the space of finite Borel measures on $G$, with the convolution $*$ defined by $(\mu * \nu)(E) = \int_G \mu(E x^{-1}) \, d\nu(x)$. Consequently those parts of probability theory that exploit ideas like convolution of measures and characteristic functions (i.e., Fourier transforms of probability distributions) are most successfully pursued in the context of a group, for if $X$ and $Y$ are independent random variables in $G$ with probability distributions $\mu$ and $\nu$, then $X \cdot Y$ has distribution $\mu * \nu$. This is the subject of an earlier volume [Hey77] by Professor Heyer.

There has also been much work in harmonic analysis and probability theory in settings where no group is present, but where group-like methods are still applicable; we will begin by giving three families of examples. In each case, there is an underlying space $H$ which will be one of $I = [-1,1]$, $\mathbb{N}_0 = \{0,1,2,\ldots\}$, or $\mathbb{R}_+ = [0,\infty)$. In each case, the space of bounded Borel measures on $H$ becomes an algebra with a product (called convolution) that does not depend on the arithmetic of the underlying space $H$. In fact, for each choice of $H$ there is a continuum of distinct convolutions. The resulting convolution measure algebras will each have sufficient resemblance to the convolution measure algebra of a locally compact group to make it an interesting and useful setting for studies in harmonic analysis and probability, yet they are all strikingly different from the measure algebra of a locally compact group. For instance, the convolution of two point masses will not be another point mass as in the group case; it may, in fact, even be absolutely continuous with respect to Lebesgue measure.

As usual, $C(H)$ denotes the continuous functions on $H$, $M(H)$ the bounded Borel measures on $H$, and $M_1(H)$ the probability measures on $H$. The support of a measure $\mu$ is denoted $\text{supp}(\mu)$, and the unit point mass at $x$ will be denoted $\delta_x$.

Example 1. Orthogonal polynomials. I. I. Hirschman, Jr., pointed out in 1956 [Hir56b, Hir56a] that the structure for harmonic analysis exists in a setting where certain orthogonal polynomials could play the role of the exponentials in classical Fourier analysis. For example, consider the Legendre polynomials $\{P_n\}_{n \in \mathbb{N}_0}$. These are orthogonal with respect to Lebesgue measure on $I$ and are normalized by requiring $P_n(1) = 1$. The Legendre polynomials satisfy a product formula:

$$P_n(x)P_n(y) = \int_I K(x, y, z)P_n(z) \, dz \quad (-1 < x, y < 1)$$
with
\[ K(x, y, z) \geq 0 \quad \text{and} \quad \int_I K(x, y, z)dz = 1. \]

For \( f, g \in L^1 = L^1(I, dx) \) define
\[ (f * g)(z) = \int_I \int_I K(x, y, z)f(x)g(y) \, dx \, dy \]
so that
\[ \int_I (f * g)(x)P_n(x) \, dx = \left[ \int_I f(x)P_n(x) \, dx \right] \cdot \left[ \int_I g(x)P_n(x) \, dx \right], \]
and it follows that \((L^1, *)\) is a Banach algebra. The operation is easily extended to the point masses by defining:
\[ d(\delta_x * \delta_y)(z) = K(x, y, z) \, dz, \quad (-1 < x, y < 1), \]
\[ \delta_x * \delta_1 = \delta_x \quad \text{and} \quad \delta_x * \delta_{-1} = \delta_{-x}, \quad (x \in I). \]

Finally if \( \mu, \nu \in M(I) \), define \( \mu \ast \nu \) by its action on an arbitrary continuous function:
\[ \int_I fd(\mu \ast \nu) = \int_I \int_I f d(\delta_x * \delta_y) \, d\mu(x) \, d\nu(y), \quad (f \in C(H)). \]

There is also a natural dual operation on \( \ell^1 = M(N_0) \) based on the linearization formula:
\[ P_n(x)P_m(x) = \sum_{k=0}^{n+m} c_{n,m}^k P_k(x). \]
The coefficients satisfy
\[ c_{n,m}^k \geq 0 \quad \text{and} \quad \sum_{k \in N_0} c_{n,m}^k = 1. \]
Thus if \( a, b \in \ell^1 \), their convolution \( a \ast b \) is defined by
\[ (a \ast b)_k = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} c_{n,m}^k a_n b_m \]
so that for each \( x \in I \),
\[ \sum_{k \in N_0} (a \ast b)_k P_k(x) = \left[ \sum_{n \in N_0} a_n P_n(x) \right] \cdot \left[ \sum_{m \in N_0} b_m P_m(x) \right]. \]

Thus Hirschman describes two measure algebras: \((M(I), \ast)\) and \((M(N_0), \ast)\). These have many properties analogous to the classical convolution algebras of measures on the circle group and its dual on the group of integers; for instance, a convolution of probability measures is always a probability measure.

Actually, Hirschman discusses these constructions not just for the Legendre polynomials, but for the ultraspherical polynomials \( P_n^{(\lambda)}(x) \) which are orthogonal on \( I \) with respect to the measure \((1 - x^2)^{\lambda - \frac{1}{2}} \, dx\). The normalized polynomials \( R_n^{(\lambda)}(x) = P_n^{(\lambda)}(x)/P_n^{(\lambda)}(1) \) are used in place of the Legendre polynomial \( P_n(x) \). So for each \( \lambda \geq -1/2 \) Hirschman obtains a pair of dual measure algebras \((M(I), \ast_{\lambda})\) and \((M(N_0), \ast_{\lambda})\). It is important to note \( \ast_{\lambda} \) is a distinct convolution for each \( \lambda \geq -1/2 \); hence a continuum of Banach algebras are built on the single Banach
space $M(I)$. The algebraic structure does not depend on any arithmetic in the underlying space $I$. Similar remarks hold for $(M(\mathbb{N}_0), \ast_\lambda)$.

In the special case when $n = 2\lambda + 2$ is an integer, these structures can also be inherited from a group, since $(M(I), \ast_\lambda)$ is isometrically isomorphic to the subalgebra of $M(SO(n))$ consisting of measures which are bi-invariant with respect to the action of $SO(n - 1)$, or equivalently the measures on the unit sphere in $\mathbb{R}^n$ which are invariant under all rotations that leave some designated point fixed. Thus $(M(I), \ast_\lambda)$ and $(M(\mathbb{N}_0), \ast_\lambda)$ interpolate these in some sense.

For most values of $\lambda$ the group structure is absent, yet there is still an adequate structure in $(M(I), \ast_\lambda)$ to define and study objects like Fourier multipliers, maximal functions, and a Littlewood-Paley theory (see [CS77] and the references cited there).

**Example 2. Spherically symmetric random walks.** This example is the subject of a 1963 article by J. F. C. Kingman [Kin63]. Consider a pair of independent random variables $X$ and $Y$ in $\mathbb{R}^2$ with lengths $X$ and $Y$, but with direction uniformly distributed. The sum $Z = X + Y$ also has uniformly distributed direction, but its length $Z = |Z|$ is a random number in the range $|X - Y| \leq Z \leq X + Y$. In general, if $X$ and $Y$ are independent random variables in $\mathbb{R}^2$ with uniformly distributed direction, but with lengths $X$ and $Y$ having probability distributions $\mu, \nu \in M_1(\mathbb{R}^+)$, then $Z$ is a random variable in $\mathbb{R}^+$ with a probability distribution depending on $\mu$ and $\nu$ which is denoted by $\mu \circ \nu$, and we write $Z = X \oplus Y$. The operation $\circ$ is readily extended to all of $M(\mathbb{R}^+)$ so that $(M(\mathbb{R}^+), \circ)$ becomes a measure algebra which is isometrically isomorphic to the subalgebra of the group convolution algebra $(M(\mathbb{R}^2), \ast)$ consisting of the measures invariant with respect to rotations of the plane. The role played by the Legendre polynomials in the first example is played here by the Bessel functions $J_0(xy)$ in the sense that they satisfy a product formula which yields

$$
\int_{\mathbb{R}^+} J_0(xy) d(\mu \ast \nu)(x) = \left[ \int_{\mathbb{R}^+} J_0(xy) d\mu(x) \right] \cdot \left[ \int_{\mathbb{R}^+} J_0(xy) d\nu(x) \right]
$$

so that the useful substitute for the characteristic function of the random variable $X$ is

$$
\Phi_X(y) = \int_{\mathbb{R}^+} J_0(xy) d\mu(x).
$$

The product formula for the Bessel functions also ensures the fundamental property of characteristic functions

$$
\Phi_{X \oplus Y} = \Phi_X \Phi_Y
$$

when $X$ and $Y$ are independent random variables in $\mathbb{R}^+$.

Kingman actually describes a continuum of measure algebras $(M(\mathbb{R}^+), \circ_\alpha)$ related to Bessel functions of order $\alpha \geq -1/2$. These correspond to the subalgebras of rotation invariant measures on $\mathbb{R}^n$ when $n = 2\alpha + 2$ is an integer. In the other cases, there is again no useful algebraic structure in the underlying spaces. Nevertheless Kingman is able to define random walk and Brownian motion and obtain a law of large numbers, a central limit theorem, a recurrence theorem, and characterizations of infinitely divisible and stable distributions. When $n = 2\alpha + 2$ is an integer, all of this is an inheritance from the group structure on $\mathbb{R}^n$, but Kingman obtains his results for all real $\alpha \geq -1/2$ with no reference to the group case except for inspiration.
Hypergroups. Each of \((M(I), \ast)\), \((M(\mathbb{N}_0, \ast)\) and \((M(\mathbb{R}_+, \circ)\) is a hypergroup. Roughly speaking, a hypergroup is a measure algebra which has many of the useful properties associated with the convolution measure algebra of a group, but no algebraic structure is presumed for the underlying space. For the sake of clarity we will first give the hypergroup axioms as they apply to the case where the underlying space \(H\) is discrete; this will be followed by the modifications for the compact and locally compact cases. Thus we assume \(H\) is discrete and that \(M(H)\) is a Banach algebra with product \(\ast\). Then \((H, \ast)\) is a hypergroup (or hypergroup measure algebra) if it has the following properties:

1. (H1) If \(\mu\) and \(\nu\) are probability measures on \(H\), then so is \(\mu \ast \nu\).
2. (H2) There is an element \(e \in H\) such that \(\delta_e \ast \mu = \mu \ast \delta_e\) for all \(\mu \in M(H)\).
3. (H3) There is a continuous involution \(x \mapsto x^\lor (x^\lor \lor = x)\) such that \(e \in \text{supp}(\delta_x \ast \delta_y)\) if and only if \(y = x^\lor\).
4. (H4) \((\mu \ast \nu)^\lor = \nu^\lor \ast \mu^\lor\) where \(\mu^\lor\) is defined by \(\int_H f(x) d\mu^\lor(x) = \int_H f(x^\lor) d\mu(x)\).
5. (H5) \(\text{supp}(\delta_x \ast \delta_y)\) is finite.

If we assume \(H\) is compact, then (H5) must be modified and we must add a sixth axiom:

6. (H6) \((\mu, \nu) \mapsto \mu \ast \nu\) is weak-* continuous.

Finally, in the locally compact case, we must add to (H5) the requirement that \(\text{supp}(\delta_x \ast \delta_y)\) is compact, and in (H6) “weak-* continuous” must be replaced by another form of weak continuity.

The definitive set of axioms was given first by Jewett in his encyclopaedic article [Jew75]. Jewett calls these objects “convos” and, ironically, never once uses the term “hypergroup”. The interested reader is directed to Jewett [Jew75] for a precise statement of the axioms.

We also need the following two definitions:

- \(m\) is a Haar measure for the hypergroup \((H, \ast)\) if for every \(x \in H\), \(m \ast \delta_x = \delta_x \ast m = m\). \(\phi \in C(H)\) is a character of \((H, \ast)\) if \(\phi\) is bounded, \(\phi(x^\lor) = \overline{\phi(x)}\) and

\[
\int_H \phi \, d(\delta_x \ast \delta_y) = \phi(x)\phi(y) \quad (x, y \in H).
\]

If \(\ast\) is commutative, the set of characters with the weak topology defines an object which is, in some sense, dual to \((H, \ast)\).

The measure algebra of a group with identity \(e\) is an obvious example of a hypergroup; convolution is defined by \(\delta_x \ast \delta_y = \delta_{xy}\) and \(x^\lor = x^{-1}\), the group inverse of \(x\). In the first example, \((I, \ast)\) is a hypergroup with \(e = 1\) and \(x^\lor = x\), while \((\mathbb{N}_0, \ast)\) is a hypergroup with \(e = 0\) and \(x^\lor = x\). In the second example, \((\mathbb{R}_+, \ast)\) is a hypergroup with \(e = 0\) and \(x^\lor = x\).

Jewett [Jew75] obtains most of the basic properties necessary to do analysis in hypergroups. In an earlier article Dunkl [Dun73] had shown that a hypergroup \((H, \ast)\) has a Haar measure if \(H\) is compact and \(\ast\) is commutative. Jewett [Jew75] shows there is a Haar measure when \(H\) is either compact or discrete. Spector [Spe78] showed \((H, \ast)\) has a left-Haar measure when \(\ast\) is commutative. Both Dunkl and Spector use definitions for hypergroup that are slightly different from Jewett’s, but their results still apply to Jewett’s convos. This is one of the reasons that the object we call “hypergroup” is now often referred to as a “DJS hypergroup”.
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There are striking contrasts between hypergroups and group measure algebras, for instance:

- In a group, a convolution of point masses is another point mass, but this is not the case in a hypergroup. Indeed, if the point masses of a hypergroup constitute a semigroup, then the hypergroup is the measure algebra of a group.
- Every group has a Haar measure, but this question is still open for general hypergroups.
- Every locally compact abelian group \( G \) has a dual locally compact abelian group \( \Gamma \) and the dual of \( \Gamma \) is again \( G \). The analogous fact is true for the examples given above: \( (I, \lambda) \) and \( (\mathbb{N}_0, \star \lambda) \) are duals of one another and \( (\mathbb{R}_+, \circ \alpha) \) is self-dual, but there are examples based on Gasper’s product and linearization formulas for Jacobi polynomials [Gas70, Gas72] for which duality fails. There are several possibilities for a commutative hypergroup \( (H, \ast) \): the dual object of \( (H, \ast) \) may or may not be a hypergroup; if it is, the second dual may or may not be \( (H, \ast) \).
- The dual object of a commutative hypergroup will have a Plancherel measure, but its support may or may not be the entire dual; the support might not even include the trivial character which is identically one.

One reason for the rapid growth of the field is that there is an enormous diversity of interesting and useful examples, for instance the three hypergroups \( (I, \ast \lambda) \), \( (\mathbb{N}_0, \star \lambda) \), \( (\mathbb{R}_+, \circ \alpha) \) can be generalized in several ways:

- The ultraspherical polynomials can be replaced by other families of orthogonal polynomials to obtain hypergroups analogous to \( (I, \lambda) \) and \( (\mathbb{N}_0, \star \lambda) \); we call these continuous and discrete polynomial hypergroups. The entire category of continuous polynomial hypergroups has been identified [CS90], but the class of discrete polynomial hypergroups is known to be much larger [Szw92a, Szw92b].
- There are continuous and discrete polynomial hypergroups in the multivariate case also, but the analysis and understanding of these categories is in a very early stage [CS95, KS95].
- The characters of \( (I, \ast \lambda) \) and \( (\mathbb{R}_+, \circ \alpha) \) are eigenfunctions of Sturm-Liouville problems. There are theorems giving sufficient conditions on a Sturm-Liouville problem that its eigenfunctions be characters of a hypergroup; these are called Sturm-Liouville hypergroups.
- Any product formula for a family of functions such as the ones for ultraspherical polynomials and Bessel functions can be used to define, at least in some formal sense, a measure algebra which may, in fact, be a hypergroup [Mar89, CMS92, CMS93].

Interest in hypergroups has grown for several reasons:

- A hypergroup is a natural setting for probabilistic problems based on the following notion of addition of random variables: if \( (H, \ast) \) is a hypergroup and \( X \) and \( Y \) are independent random variables in \( H \) with distributions \( \mu \) and \( \nu \), then \( X + Y \) is defined to be a random variable with distribution \( \mu \ast \nu \). One can go on to formulate the same definitions and problems as in the Kingman example.
- In harmonic analysis and probability theory there is often interest in measures on a group which are invariant under certain symmetries; this is the case for the Hirschman and Kingman examples for special values of the parameters \( \lambda \).
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and α. The corresponding family of measures on the orbit space is often a hypergroup.

• There had already existed a large body of work concerned with expansions of functions in bases of special functions or eigenfunctions of Sturm-Liouville problems that turn out to be characters of a hypergroup.

• There are challenging questions about general hypergroups such as the existence of Haar measure. Many ideas which make sense in classical Fourier analysis—for instance, Sidon sets, the F. and M. Riesz theorem, multipliers, maximal functions, etc.—have natural interpretations in general hypergroups, but many of the problems are challenging even in specific examples of hypergroups [Kan76, GS95].

• Workers in other similar systems, such as quantum groups and hypercomplex systems, have become interested in connections between these systems and hypergroups. (See the conference proceedings [CGS95].)

The book. The authors of the present volume have been collaborating on hypergroup research for about fifteen years; in addition, Heyer has nurtured a substantial German school of hypergroup research, and he has provided an international forum for the subject by including hypergroups as a significant topic in the series of conferences “Probability Measures on Groups” at Oberwolfach (for instance, see the conference proceedings [Hey84a, Hey86, Hey91, Hey89, Hey95]. Now Bloom and Heyer have produced a major book on the subject which will be welcomed by workers in the field as a working resource and as a record of progress.

About twenty years have elapsed since the articles of Dunkl, Jewett and Spector, and in that time the field has grown by attracting workers in special functions, probability, and harmonic analysis. Students of hypergroups relied mainly on Jewett’s paper as a text (the lucky ones of us also have a copy of Kenneth Ross’s index of that paper) and for more recent developments the surveys of Heyer [Hey84b] and Litvinov [Lit87] (which also treats developments in other systems similar to hypergroups). The field is young and still growing rapidly in many directions, and the book is necessarily a snapshot of its current state.

The volume has three obvious audiences: harmonic analysts, probabilists and workers in special functions. Harmonic analysts will be primarily interested in the first four chapters of the book, where there are treatments of invariant measures, idempotents, duality, positive and negative definiteness. Probabilists will turn to the latter half to find topics which include infinite divisibility, factorization, transience and renewal, strong laws of large numbers and central limit theorems. What is often very interesting here is the diverse interpretations of various results in different types of hypergroups. What might be a single theorem in the group case may take many forms in the different types of hypergroups. The authors do a good job of formulating the results in the most general settings, but they also give interpretations in the special cases. This has the effect of keeping the book interesting to a wider audience. For example, §5.4, which discusses factorization, is about evenly split between factorization in general hypergroups and factorization in two important classes of examples: hypergroups on $\mathbb{N}_0$ which arise from orthogonal polynomials as in Example 1 and certain hypergroups whose characters are eigenfunctions of second-order linear differential equations as in Example 2.

Workers in special functions, and indeed a much wider audience, will find the extensive treatment of examples useful and will value the book as a guide to a
large body of literature. The book’s 48-page bibliography covers not only works which are specifically about hypergroups, but a large body of earlier work which, though it makes no explicit mention of hypergroups, belongs under this rubric. The chapter-end notes and the bibliography will quickly lead the interested reader to the background and current state of knowledge on most of the topics in the book. A full treatment of the concrete examples of hypergroups would probably fill a book at least as big as the one under review. Nevertheless, this volume contains a generous treatment of many examples. Chapter 1 discusses various hypergroups which arise from general groups; Chapter 3 is devoted almost entirely to discrete polynomial hypergroups (the authors call them simply “polynomial hypergroups”), hypergroups where $H$ is a one-dimensional set, and Sturm-Liouville hypergroups of $\mathbb{R}_+$. This chapter includes dozens of examples, and additional ones are scattered through the text. A list at the end of the book contains about 80 examples (many of which are themselves parametric families), and even this list is not nearly exhaustive.

Of course, no work of this size can reach the press without a few glitches; most of those noted by the reviewer are obvious misprints, but we note that the authors have overlooked the need for the requirement of some kind of weak continuity for the convolution in the definition of a hypergroup on page 9. This is required in order to be able to reconstruct the entire measure algebra from the convolution of point masses by means of a formula on page 10. This small problem does not detract from the value of the book; anybody who wishes to work in this field will need to have a copy near at hand.
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