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Abstract. We expose a theorem of Pila and Wilkie on counting rational points in sets definable in o-minimal structures and some applications of this theorem to problems in diophantine geometry due to Masser, Peterzil, Pila, Starchenko, and Zannier.

1. Introduction

Over the past decade and a half, starting with Hrushovski’s proof of the function field Mordell-Lang conjecture [12], some of the more refined theorems from model theory in the sense of mathematical logic have been applied to problems in diophantine geometry. In most of these cases, the technical results underlying the applications concern the model theory of fields considered with some additional distinguished structure, and the model theoretic ideas fuse algebraic model theory (the study of algebraic structures with a special emphasis on questions of definability) and stability theory (the development of abstract notions of dimension, dependence, classification, etc.) for the purpose of analyzing the class of models of a theory. Over this period, there has been a parallel development of the model theory of theories more suited for real analysis carried out under the rubric of o-minimality, but this theory did not appear to have much to say about number theory. Some spectacular recent theorems demonstrate the error of this impression.

In the paper [30], Pila presents an unconditional proof of a version of the so-called André-Oort conjecture about algebraic relations amongst the $j$-invariants of elliptic curves with complex multiplication using a novel technique that comes from model theory. This proof of the André-Oort conjecture comes on the heels of reproofs of the Manin-Mumford conjecture (or, Raynaud’s theorem [54]) by Pila and Zannier [31] (and then extended by Peterzil and Starchenko [24]) and a proof of a remarkable theorem due to Masser and Zannier [21] about simultaneous torsion for pairs of points on families of elliptic curves, all of which employ Pila’s method.

Each of these theorems is a beautiful and precise instantiation of the vague principle that algebraic relations on sets of arithmetically interesting points of geometric origin must be explained geometrically. As such, these results deserve their own survey independent from their proofs. However, while I agree that these theorems
and their ilk are of intrinsic interest, there are two reasons why I shall focus on their proofs. First, the proof strategy employed, coming as it does from the model theory of real geometry, is the most striking common feature of these results. Secondly, the algebro-geometric overhead required for an accurate explication of how these problems fit into an overarching network of theorems and conjectures in diophantine geometry would overwhelm the remainder of this account and mask the fundamentally classical nature of Zannier’s strategy.

With this preamble about what I shall not discuss, let me say what will appear in this paper. We begin in Section 2 with a sketch of the Pila-Zannier proof in a simplified case of algebraic relations on roots of unity. This sketch will not reveal the full strength of the method as the theorem in this special case has been known for many decades and has innumerable proofs. However, this proof shares the architecture of the proofs of the other geometrically more complicated theorems. In Section 4 we discuss the general theory of o-minimality. Section 5, the technical heart of this survey, concerns the Pila-Wilkie theorem on counting rational points in definable sets. With Section 6 we return to the diophantine problems, completing the proof sketch from Section 2 and then discussing some of the other theorems mentioned in the abstract.

On the same day that I was asked to prepare these notes for the Bulletin of the American Mathematical Society, I was asked to speak in the Bourbaki seminar about Pila’s proof of the André-Oort conjecture. Shortly thereafter, I was asked to give a lecture series to the experts on André-Oort about the same topic. Foolhardily, I concluded that due to the similarity of these presentations, I would need only prepare one set of notes and accepted all three invitations. As a matter of fact, while there are some points of contact, these three sets of notes are radically different. The reader interested in an exposition of Pila’s proof of the André-Oort conjecture pitched to the general mathematician should consult my notes for the Bourbaki seminar [36], while the reader who wishes to read a detailed précis of these proofs should read my notes for the Luminy lectures [37]. Even better, because the original papers [26] and [30] are well written and contain extensive introductions, the reader should go straight to the source.

2. Pila-Zannier argument for the multiplicative group

We shall go into more detail about the proofs of the more sophisticated theorems announced in the introduction later in the paper, but let us sketch the method in a simple example for which, admittedly, many other proofs are known (see, for example, [34], [19]). The following theorem is a special case of the Manin-Mumford conjecture and was already proven by Mann [19] before the Manin-Mumford conjecture proper was enunciated.

**Theorem 2.1.** Let $n \in \mathbb{Z}_+$ be a positive integer, and let $G = (\mathbb{C}^\times)^n$ be the $n$th cartesian power of the multiplicative group of the complex numbers. Let $G(x_1, \ldots, x_n) \in \mathbb{C}[x_1, \ldots, x_n]$ be a polynomial in $n$ variables. Then the set

$$\{(\zeta_1, \ldots, \zeta_n) \in G : \text{each } \zeta_i \text{ is a root of unity and } G(\zeta_1, \ldots, \zeta_n) = 0\}$$

is a finite union of cosets of subgroups of $G$.

The Pila-Zannier argument in this case proceeds by observing that we have an analytic covering map $E : \mathbb{C}^n \to G$ given by $(z_1, \ldots, z_n) \mapsto (e^{2\pi i z_1}, \ldots, e^{2\pi i z_n})$ and that relative to this covering, $\zeta = (\zeta_1, \ldots, \zeta_n)$ is a tuple of roots of unity if and only
if there is some $a \in \mathbb{Q}^n$ for which $E(a) = \zeta$. Thus, we may convert the problem of studying algebraic equations in roots of unity into the problem of understanding rational solutions to the transcendental equation $G(E(z)) = 0$.

In this form, we have not achieved much yet as sets defined by general complex analytic equations can be arbitrarily complicated. However, it is not necessary to consider $E$ on all of $\mathbb{C}^n$. We could restrict $E$ to a fundamental domain

$$D := \{z = (z_1, \ldots, z_n) \in \mathbb{C}^n : 0 \leq \Re(z_i) < 1 \text{ for each } i\}$$

obtaining a function $\tilde{E} := E \upharpoonright D : D \to \mathbb{G}$. Then it is still the case that $\zeta \in G$ is a tuple of roots of unity if and only if there is some $a \in \mathbb{Q}^n \cap D$ with $E(a) = \zeta$. The advantage of this move is that $\tilde{E}$ lives in a logically well-behaved structure while $E$ does not. That is, even though from the point of view of complex analysis, the map $E$ is just about the best function one could hope to study, from the point of view of mathematical logic it has a very complicated theory as the kernel of $E$ is the set $\mathbb{Z}^n$, and with the ring structure inherited from $\mathbb{C}^n$ the theory of this structure suffers from Gödel incompleteness phenomena. On the other hand, using the real and imaginary part functions to identify $\mathbb{C}$ with $\mathbb{R}^2$, the function $\tilde{E}$ is definable in the structure $\mathbb{R}_{\exp, \sin^*} := (\mathbb{R}, +, \times, \exp, \sin \upharpoonright [0,2\pi), \leq, 0, 1)$ of the real field considered together with the real exponential function and the sine function restricted to the interval $[0,2\pi)$.

Why is this important? The theory of $\mathbb{R}_{\exp, \sin^*}$ is o-minimal, which, technically, means that every definable subset of the universe is a finite union of points and intervals, but which means in practice that the definable sets in any number of variables admit a geometric structure theory. In particular, the set

$$\tilde{X} := \{z \in D : G(\tilde{E}(z)) = 0\}$$

is such a definable set. We have transformed the problem of describing those $n$-tuples of roots of unity $\zeta$ for which $G(\zeta) = 0$ to the problem of describing the intersection $\mathbb{Q}^n \cap \tilde{X}$, which, at this level of generality, may appear to be even more hopeless than the original problem since we know the problem of describing the rational solutions to algebraic equations is notoriously intractable (and is conjecturally impossible algorithmically [22]). However, if we punt on the problem for algebraic equations, then for the remaining transcendental equation we can give numerical bounds.

More precisely, for any set $Y \subseteq \mathbb{R}^m$ definable in some o-minimal expansion of the real field, we define the algebraic part of $Y$, $Y_{\text{alg}}$, to be the union of all connected, positive-dimensional semi-algebraic sets (that is, definable using boolean combinations of polynomial inequalities) contained in $Y$. The counting theorem of Pila and Wilkie asserts that there are subpolynomially many rational points in the transcendental part of $Y$, $Y_{\text{trans}} := Y \setminus Y_{\text{alg}}$. That is, if we define

$$N(Y, t) := \#\{(\frac{a_1}{b_1}, \ldots, \frac{a_m}{b_m}) \in Y \setminus Y_{\text{alg}} : (\forall i \leq m)|a_i| \leq t, 0 < b_i < t, a_i \in \mathbb{Z}, b_i \in \mathbb{Z}\},$$

then for each $\epsilon > 0$ there is a constant $C = C_{\epsilon}$ so that $N(Y_{\text{trans}}, t) \leq Ct^\epsilon$ for all $t \geq 1$.

To use the Pila-Wilkie bound, one must understand the set $Y_{\text{alg}}$, and while this is far from a trivial problem, it has a geometric character and can be solved in cases of interest. In our proof sketch of Theorem [21] it follows from a theorem of Ax on a differential algebraic version of Schanuel’s conjecture [3] that unless $X$ is fibred by
translates of an algebraic torus, \( \tilde{X}^{\text{alg}} \) is the union of finitely many sets each defined by affine equations with rational coefficients which under \( \tilde{E} \) are transformed into translates of algebraic subgroups of \( G \). We complete the argument by playing the Pila-Wilkie bound against lower bounds from Galois theory, but we delay the details until Section 5.

Each of the theorems in diophantine geometry proven using this method follows the general outline sketched above, though, of course, the individual steps tend to be more complicated since there is work involved in proving that the requisite covering map is definable in some o-minimal structure, the determination of the algebraic part of the relevant definable sets may be difficult, and one needs appropriate Galois theoretic or analytic number theoretic results for the lower bounds. While each step implicates some beautiful mathematics, it is the invocation of the counting principle for definable sets in o-minimal structures that gives this method its special character. As such, we shall focus this exposé on the ideas of definability in o-minimal structures and the counting theorem.

3. Introduction to o-minimality

O-minimality is not well known to the general mathematician for at least a couple of reasons. First, it owes its existence and most of its development to mathematical logic, and for sociological reasons having to do with logic’s place at the boundary between mathematics and philosophy, the basics of first-order logic are not as widely known amongst mathematicians as are the basics of algebra, analysis, and geometry. Secondly, the name itself, while technically accurate in that it expresses that all of the one-dimensional structure is reducible to the order and ties the subject to other parts of model theory, masks the fundamental nature of the subject, which is a general but tame and geometric theory of real analysis. In his text [44], van den Dries argues that o-minimality may be a realization of the theory of topologie modérée proposed by Grothendieck in [11] in which topology and real analysis follow geometric intuitions. While I do not subscribe to this thesis in the strong form that o-minimality is the realization of topologie modérée, o-minimality certainly fits the bill for a geometric theory of real analysis.

What follows is a condensed introduction to the theory of o-minimality. The book [44] develops the general theory especially as it relates to o-minimal structures on the real numbers from a geometric point of view. The reader may wish to consult the lecture notes from the recent thematic program on o-minimality at the Fields Institute for a more recent account or Wilkie’s Bourbaki notes [48] for a fuller survey. The foundational papers by Pillay and Steinhorn [32, 33] and together with Knight [15] remain vital.

Definition 3.1. By an o-minimal structure we mean a structure in the sense of first-order logic \((R, <, \ldots)\), where \(<\) is a total order on \(R\) and the ellipses refer to some extra relations, functions, and constants so that each definable (using parameters) subset of \(R\) is a finite union of points and intervals.

Remark 3.2. While in the applications we have in mind, the underlying ordered set is the set of real numbers with its usual ordering, and the proofs of the counting principles pass through an analysis of parametrizations of definable sets in more general o-minimal structures. That is, the compactness theorem of first-order logic, when used in the context of an o-minimal theory, allows for a kind of nonstandard
analysis which converts simple existence and finiteness results into uniformity theo-
rems.

As noted in Remark 3.2, there are good reasons beyond the historical accident
that logicians isolated the notion of o-minimality for treating o-minimal structures
as structures in the sense of first-order logic, but it is possible to make sense of
o-minimality without explicit reference to logic. Let us give an alternate definition
of an o-minimal structure.

Definition 3.3. By an o-minimal structure we mean a nonempty totally ordered
set \((\mathbb{R},<)\) given together with a boolean algebra \(D_n\) of subsets of \(\mathbb{R}^n\) for each
\(n \in \mathbb{Z}_+\) so that

1. each \(D_n\) is closed under the natural action of \(\text{Sym}(n)\) induced by permuta-
tions of coordinates;
2. each singleton set \(\{a\}\) belongs to \(D_1\) for \(a \in \mathbb{R}\);
3. if \(X \in D_n\) and \(Y \in D_m\), then \(X \times Y \in D_{n+m}\);
4. if \(\pi: \mathbb{R}^{n+1} \to \mathbb{R}^n\) is the projection onto the first \(n\)-coordinates and \(X \in \mathbb{D}_{n+1}\), then the image of \(X\) under \(\pi\) belongs to \(D_n\);
5. \(\{(a, b) \in \mathbb{R}^2 : a < b\} \in D_2\);
6. \(\{(a, b) \in \mathbb{R}^2 : a = b\} \in D_2\); and
7. every set in \(D_1\) is a finite union of singletons and intervals, that is, sets of
the form \((-\infty, a) := \{x \in \mathbb{R} : x < a\}, (a, b) := \{x \in \mathbb{R} : a < x < b\}\), and
\((b, \infty) := \{x \in \mathbb{R} : b < x\}\) for some \(a, b \in \mathbb{R}\).

We refer to the sets in \(D_n\) as the definable subsets of \(\mathbb{R}^n\).

It is a routine matter to check that these two definitions of o-minimality are
essentially the same. The closure conditions 1–4 on the class of definable sets in
Definition 3.3 and the initial requirement that each \(D_n\) be a boolean algebra cor-
respond to the syntactic operations of logical boolean operations, permutation of
variables, naming of parameters, conjunction of formulae with disjoint variables,
and existential quantification. Condition 5 corresponds to definability of the order-
ing, while condition 6 asserts the definability of equality. It is with condition 7 that
we insist upon o-minimality. The choice of a first-order signature in Definition 3.1
corresponds to specifying a set of generators for the class of definable sets in the
sense of Definition 3.3.

While this second presentation permits one to work with o-minimal structures
without ever thinking about first-order logic, I contend that it is a mistake to do
so. In practice, one establishes the definability of specific sets or conditions by
exhibiting a definition. For example, one can show that if \(X \subseteq \mathbb{R}^n\) is a defin-
able set in some ordered structure \((\mathbb{R},<,\ldots)\), then so is the closure \(\overline{X}\) of \(X\). Of
course, this can be done by manipulating definable sets using projections and set-
wise boolean operations, but the first-order formula describing \(\overline{X}\) is transparently
the usual definition of the closure:

\[(a_1, \ldots, a_n) \in \overline{X} \iff (\forall x_1) \cdots (\forall x_n)(\forall y_1) \cdots (\forall y_n)[\bigwedge_{i \leq n} x_i < a_i < y_i \wedge y_i < x_i \implies \exists z_1 \cdots \exists z_n ((z_1, \ldots, z_n) \in X \text{ and } \bigwedge_{i \leq n} x_i < z_i < y_i)].\]

One of the characteristic features of mathematical arguments using model theory
is the way in which properties of definable sets in one structure may be deduced from
arguments performed in logically equivalent structures through a kind of transfer principle. While these arguments are possible without the logical formalism, they are much more natural with it.

While there are some degenerate o-minimal structures whose underlying orders are discrete, we shall insist that an o-minimal structure be densely ordered without endpoints, and for our applications the underlying ordered set is the set of real numbers with its usual ordering.

It is not hard to see that \((\mathbb{R}, <)\), the set of reals just with its order, is an o-minimal structure. It takes a little more work to demonstrate that \((\mathbb{R}, <, +)\), the set of real numbers considered as an ordered group, is an o-minimal structure. This latter structure is the basis of piecewise linear geometry and of tropical geometry. While the finiteness and uniformity properties of PL-geometry and tropical geometry are easy enough to demonstrate directly, the o-minimality of this underlying structure puts these results into context. That \((\mathbb{R}, <, +, <, 0, 1)\), the set of real numbers considered as an ordered field, is o-minimal is a consequence of Tarski’s theorem on elementary geometry (first proved in 1929, but only published in 1948 [41]) and is the basis of semi-algebraic geometry.

Wilkie proved in [47] that \(\mathbb{R}_{\text{exp}} := (\mathbb{R}, <, +, \times, \exp)\), the real field considered together with the real exponential function, is o-minimal. Indeed, he proved a stronger theorem: the real field considered together with all Pfaffian functions is o-minimal where we say that a function \(f : \mathbb{R} \to \mathbb{R}\) is Pfaffian if there is a finite sequence of functions \(f_1, \ldots, f_n = f\) so that for each \(i \leq n\) we have \(f'_i = G_i(x, f_1, \ldots, f_n)\) for some polynomial \(G_i(y_0, y_1, \ldots, y_n) \in \mathbb{R}[y_0, y_1, \ldots, y_n]\). The order one linear differential equation satisfied by \(\exp\) exhibits the exponential function as a Pfaffian function. In later work, Speissegger [40] showed that one may take any o-minimal structure and adjoin all Pfaffian functions relative to that structure and thereby obtain a new o-minimal structure. In fact, Speissegger’s theorem is more general in that he allows for the adjunction of so-called Rolle leaves to definable vector fields, but as this generalization is not germane to our applications, we omit the details.

In another direction, the o-minimality of \(\mathbb{R}_{\text{an}}\), the real field considered together with all restricted analytic functions, follows from Gabrielov’s theorem of the complement [9]. That is, for each \(n \in \mathbb{Z}_+\) and each power series
\[
f := \sum_{\alpha \in \mathbb{N}^n} f_\alpha x_1^{\alpha_1} \cdots x_n^{\alpha_n} \in \mathbb{R}[[x_1, \ldots, x_n]],
\]
which converges on the unit box, we are given a function symbol \(\tilde{f}\) to be interpreted as
\[
\tilde{f}(a_1, \ldots, a_n) := \begin{cases} 
\sum f_\alpha a_1^{\alpha_1} \cdots a_n^{\alpha_n} & \text{if } -1 \leq a_1 \leq 1 \text{ for each } i \leq n, \\
0 & \text{otherwise.}
\end{cases}
\]
Combining these two expansions one forms \(\mathbb{R}_{\text{an}, \exp} := \mathbb{R}_{\text{an}}(\exp)\), the real field considered with all real analytic functions and the real exponential function. The o-minimality of this structure was first established by van den Dries and Miller [46] and then the structure of its definable sets was more thoroughly explored by van den Dries, Macintyre, and Marker [45]. It is this structure which is relevant to the diophantine applications mentioned in the abstract.

For some perspective, one should note that many expansions of the real field by global real analytic functions, for example \((\mathbb{R}, +, \times, <, \sin)\), are not o-minimal as the zero set \(\{x \in \mathbb{R} : \sin(x) = 0\}\) is infinite but discrete. Likewise, for a sufficiently
general smooth function $f : \mathbb{R} \to \mathbb{R}$, the expansion $(\mathbb{R}, +, \times, <, f \upharpoonright [0, 1])$ is not o-minimal. Since o-minimal structures have a tame geometry and we know that functions arising from real analysis tend to be wild, these examples ought not to be so surprising. On the other hand, it follows from work of Rolin, Speissegger, and Wilkie [35] that there is no ultimate o-minimal structure on the real numbers. Indeed, for any $C^\infty$-function $f : \mathbb{R} \to \mathbb{R}$, one can find two other functions $g : \mathbb{R} \to \mathbb{R}$ and $h : \mathbb{R} \to \mathbb{R}$ so that $f = g + h$, but both structures $(\mathbb{R}, +, \times, \leq, g)$ and $(\mathbb{R}, +, \times, \leq, h)$ are o-minimal. Consequently, if we understand o-minimality as the formalization of the concept of topologie moderée, then there is not a single structure which captures all of tame geometry.

From the fact that a specific structure is o-minimal, one may immediately deduce strong finiteness properties of the definable subsets of the line. For example, if $f : \mathbb{R} \to \mathbb{R}$ is definable in some o-minimal structure on the real numbers, then the zero set of $f$ consists of finitely many points and finitely many intervals. If $f$ falls into some natural class for which an identity principle holds, such as when $f$ is real analytic, then we see that if $f$ is not identically zero, it has only finitely many zeros. This applies, for instance, to the case when $f$ is built via finitely many applications of sums, differences, products and compositions from the identity function, scalar multiplication, and the real exponential function.

The simplicity of definable sets coming explicitly from the definition of o-minimality, while often unexpected, is the basis for a far deeper structure theory of definable sets in any number of variables. For example, it follows very easily from o-minimality that in a sufficiently rich o-minimal structure, if one has a definable family of definable nonempty sets, then this family admits a definable choice function. Let us make this statement precise and prove it in detail.

**Definition 3.4.** We say that the o-minimal structure $(\mathbb{R}, <, \ldots)$ is **sufficiently rich** if it has at least the structure of an ordered abelian group $(\mathbb{R}, +, -, 0, 1, <, \ldots)$ with at least one positive element called “1” named by a constant.

It is an easy exercise to show that if an o-minimal structure is sufficiently rich, then the underlying group is divisible.

**Definition 3.5.** Let $(\mathbb{R}, <, \ldots)$ be an o-minimal structure. By a **definable family** of definable subsets of $\mathbb{R}^n$ we mean a definable set $X \subseteq \mathbb{R}^n \times \mathbb{R}^m$ for some positive natural number $m$ where we regard $\mathbb{R}^m$ as parametrizing the family where to $b \in \mathbb{R}^m$ we associate the set $X_b := \{a \in \mathbb{R}^n : (a, b) \in X\}$. Sometimes, we write a definable family of definable sets as $\{X_b\}_{b \in B}$, where $B \subseteq \mathbb{R}^m$ is a definable set containing the projection of $X$ to $\mathbb{R}^m$.

**Definition 3.6.** By a **definable choice function** for the definable family $\{X_b\}_{b \in B}$, we mean a definable function $f : B \to \mathbb{R}^n$ for which $f(b) \in X_b$ for each $b \in B$.

With these definitions in place, let us prove the existence of definable choice functions.

**Proposition 3.7.** Let $(\mathbb{R}, +, -, 0, 1, <, \ldots)$ be a sufficiently rich o-minimal structure, and let $\{X_b\}_{b \in B}$ be a definable family of nonempty definable subsets of $\mathbb{R}^n$. Then there is a definable choice function $f : B \to \mathbb{R}^n$ for this family.

**Proof.** We work by induction with the case of $n = 0$ being trivial. For the inductive case of $n + 1$, let $b \in B$, and consider the set

$$A(b) := \{y \in \mathbb{R} : (\exists x \in \mathbb{R}^n) (x, y) \in X_b\}.$$
The family \( \{ A(b) \}_{b \in B} \) is a definable family of nonempty definable subsets of \( R \).
Let us define a choice function \( h \) for this family. For \( b \in B \), if \( A(b) = R \), define \( h(b) := 0 \). If \( A(b) \neq R \), then by \( o \)-minimality it has a finite nonempty boundary. Consider the least boundary point \( y \). If \( y \in A(b) \), define \( h(b) := y \). Otherwise, one of three situations must be obtained: \((-\infty, y) \subseteq A(b)\), \((y, \infty) = A(b)\) or \((y, z) \subseteq A(y)\) for \( z \) the second boundary point of \( A(b) \). Define \( h(b) := y - 1 \) in the first case, \( A(b) := y + 1 \) in the second case, and \( h(b) := \frac{y+z}{2} \) in the last case.

For \( b \in B \) define
\[
Z_b := \{ x \in R^n : \langle x, h(b) \rangle \in X_b \}.
\]
Then \( \{ Z_b \}_{b \in B} \) is a definable family of nonempty subsets of \( R^n \), which has a definable choice function \( g : B \to R^n \) by induction. Our desired choice function \( f : B \to R^{n+1} \) is then given by \( b \mapsto (g(b), h(b)) \).

The fundamental theorem of \( o \)-minimality is the cell decomposition theorem which asserts, roughly, that every definable set may be partitioned into finitely many cells, definable sets which are definably homeomorphic to balls possibly in a lower-dimensional space. Since this theorem is so important for all of the work in \( o \)-minimality and is invoked, if only implicitly, throughout the proof of the Pila-Wilkie theorem on counting rational points, we shall go into detail.

Let us begin by giving a precise definition of cell. As we define this notion, we shall define the dimension of a cell.

**Definition 3.8.** Let \((R, <, \ldots)\) be an \( o \)-minimal structure. We define the class of cells in \( R^n \) by recursion on \( n \), and for each cell \( X \) we define \( \dim(X) \). The set \( R^0 \) is a singleton which is the only cell in \( R^0 \). We define \( \dim(R^0) := 0 \). If \( X \subseteq R^n \) is a cell and \( f : X \to R \) is a definable, continuous function, then the graph of \( f \),
\[
\Gamma(f)_X := \{ (x, y) \in R^n \times R : x \in X \text{ and } f(x) = y \},
\]
is a cell with \( \dim(\Gamma(f)_X) := \dim(X) \). If \( g : X \to R \) is another definable, continuous function for which \((\forall x \in X) f(x) < g(x)\), then the interval
\[
(f, g)_X := \{ (x, y) \in R^n \times R : x \in X \text{ and } f(x) < y < g(x) \}
\]
is a cell and \( \dim((f, g)_X) := \dim(X) + 1 \). Likewise,
\[
(-\infty, f)_X := \{ (x, y) \in R^n \times R : x \in X \text{ and } y < f(x) \}
\]
and
\[
(g, \infty)_X := \{ (x, y) \in R^n \times R : x \in X \text{ and } g(x) < y \}
\]
are cells of dimension \( \dim(X) + 1 \).

Let us specialize to the case of cells in \( R = R^1 \) for a moment. A definable function (indeed, any function) \( f : R^0 \to R \) is given by choosing a single point \( a \in R \). Via the natural identification \( R^0 \times R^1 = R \), we see that \( \Gamma(f)_R = \{ a \} \). Likewise, if \( g : R^0 \to R \) is another definable function for which \( f(x) < g(x) \ (\forall x \in R^0) \), then taking \( b \) to be the sole value of \( g \), we have \( a < b \) and again, with respect to the natural identification of \( R^0 \times R^1 \) with \( R \), the interval \( (f, g)_R \) is simply the usual interval \((a, b)\). That is, cells in \( R \) are singletons and open intervals, possibly unbounded. To say that \((R, <, \ldots)\) is \( o \)-minimal is precisely the same as to say that every definable set \( X \subseteq R \) may be expressed as a finite union of cells. The cell decomposition theorem asserts that this property of definable sets in one space generalizes to any dimension.
Theorem 3.9. Let \((R, <, \ldots)\) be an o-minimal structure. Given any \(m \in \mathbb{Z}_+\) and any finite sequence \(X_1, \ldots, X_n \subseteq R^m\) of definable subsets of \(R^m\), there is a finite sequence of cells \(C_1, \ldots, C_k \subseteq R^m\) which partitions \(R^m\) and whose restriction to each \(X_\ell\) also partitions \(X_\ell\). That is, \(C_i \cap C_j = \emptyset\) for \(i \neq j\), \(R^m = \bigcup_{j=1}^k C_j\), and for each \(\ell \leq m\) we have \(X_\ell = \bigcup_{\{j \leq k : C_j \cap X_\ell \neq \emptyset\}} C_j\).

In the course of the proof of Theorem 3.9 one shows that definable functions are very regular. The monotonicity theorem says that for any definable function \(f : R \to R\), possibly after removing finitely many points, one may partition the domain into finitely many intervals so that on each interval \(f\) is continuous and either constant or strictly monotone. In general, the piecewise continuity theorem says that if \(f : R^m \to R\) is a definable function, then one may decompose the domain into finitely many cells so that the restriction of \(f\) to each cell is continuous. If the structure \((R, <, \ldots)\) includes at least the structure of an ordered field, then it makes sense to speak of the derivative of a function. In this case, for any \(k \in \mathbb{Z}_+\) one may choose a cell decomposition of the domain so that \(f\) is \(C^k\) on each cell. Likewise, in the cell decomposition theorem itself, one may take the functions defining the cells to have any prescribed degree of smoothness. Unfortunately, it is not the case that one may always take the cells to be defined by analytic functions, but in many cases of interest (for example, in \(R_{\text{an,exp}}\)) one may take the defining functions to be real analytic.

It is hard to overstate the strength of the geometric consequences of the cell decomposition theorem and its refinements. For example, it implies a kind of infinitesimal rigidity on the topology of definable sets living in a definable family.

It is a fairly easy consequence of the cell decomposition theorem applied to the total space of a definable family that given a definable family \(\{X_b\}_{b \in B}\) of definable sets, the cells required for the cell decompositions of the various fibers also vary in definable families. It follows from this uniformity theorem that, at least when the underlying ordered set is the set of real numbers with its usual ordering, the topology of the sets in a definable family is rigid.

Proposition 3.10. If \(\{X_b\}_{b \in B}\) is a definable family of definable sets in some o-minimal structure on the real numbers (with the usual ordering), then there are only finitely many homeomorphism types represented in the family.

As a corollary of Proposition 3.10 we obtain a theorem of Khovanski [14] on fewnomials. To be fair, while the theorem on fewnomials (which we shall discuss) is logically a consequence of Proposition 3.10, both temporally and intellectually it is prior. Khovanski’s work on fewnomials inspired much of the development of the theory of o-minimality, and many of his specific results underly Wilkie’s proof of the o-minimality of \(R_{\text{exp}}\). Moreover, the argument we outline below is patterned on Khovanski’s own proof through the passage from polynomials of indeterminate degree to exponential polynomials.

Theorem 3.11. For fixed integers \(k\) and \(n\) there are only finitely many homeomorphism types amongst the sets

\[\{(a_1, \ldots, a_n) \in (R_+)^n : \sum_{i=1}^k f_i a_1^{m_1} \cdots a_n^{m_n} = 0\}\]

as \((f_1, \ldots, f_k)\) ranges through \(\mathbb{R}^k\) and \(m\) ranges through the \(k\)-by-\(n\) matrices with natural number coordinates.
To prove Theorem 3.11 we observe that it suffices to show that there are only
finitely many homeomorphism types even if we allow \( m \) to range through \( M_{k \times n}(\mathbb{R}) \) rather than merely \( M_{k \times n}(\mathbb{N}) \). The above family of semi-algebraic sets may be
embedded into the following \( \mathbb{R}^{\exp} \)-definable family:

\[
\{(a, f, m) \in (\mathbb{R}^n)^n \times (\mathbb{R}^k \times (\mathbb{R}^n)^k) : \sum_{i=1}^k f_i \prod_{j=1}^n \exp(m_{i,j} \ln(a_i)) = 0\}.
\]

The finiteness of the number of homomorphism types is now a special case of
Proposition 3.10.

4. COUNTING RATIONAL POINTS IN O-MINIMAL DEFINABLE SETS

The key technical result behind the Pila-Wilkie theorem on counting rational
points may be seen as, in some sense, a dual version of the cell decomposition
theorem in that rather than concluding that a general definable set may be pieced
together from definable subsets, each defined in a very simple way, it is shown
that a general definable set may be covered by finitely many definable sets, each of
which is parametrized by a unit ball via functions with small derivatives. Before we
go into detail about this technical result on parametrizations, let us go into some
more detail about the counting theorem itself and then explain how an appropriate
parametrization theorem could yield these bounds.

Definition 4.1. The usual multiplicative height function \( H : \mathbb{Q} \to \mathbb{N} \) is defined by
\( H(0) := 0 \) and \( H(\frac{a}{b}) := \max\{|a|,|b|\} \) when \( a, b \in \mathbb{Z} \setminus \{0\} \) and \( \gcd(a,b) = 1 \). We
extend \( H \) to a function, still denoted by \( H \), on \( \mathbb{Q}^n \) by \( H(x_1, \ldots, x_n) := \max\{H(x_i) : i \leq n\} \). This is not the standard projective height, but it works well for the purposes
of our counting problems. Given any subset \( X \subseteq \mathbb{R}^n \) and a number \( t \geq 1 \), we define
\[
X(\mathbb{Q}, t) := \{a \in \mathbb{Q}^n : a \in X \text{ and } H(a) \leq t\}
\]
and define \( N(X, t) := \#X(\mathbb{Q}, t) \) to be the number of points in \( X(\mathbb{Q}, t) \).

If \( X \) happens to contain all of \( \mathbb{Q}^n \), then \( N(X, t) \) is asymptotic to a constant times
\( t^{2n} \). This simple observation combined with the even simpler remark that \( \mathbb{R}^n \) itself is
definable in any o-minimal structure on \( \mathbb{R} \) shows that one cannot hope to show that
\( N(X, t) \) grows more slowly than any power of \( t \) for a general set \( X \subseteq \mathbb{R}^n \) definable
in some o-minimal expansion of \( (\mathbb{R}, <) \). Somewhat less trivial considerations show
that some further restrictions are required. For example, if \( X \subseteq \mathbb{R}^n \) happens to contain the graph of a polynomial with integer coefficients \( f : \mathbb{R}^{n-1} \to \mathbb{R} \), then
\( N(X, t) \) will grow at least on the order of \( t^{2(n-1)/d} \), where \( d \) is the degree of \( f \).
Of course, there are more general algebraic varieties which have many rational points,
and if \( X \) should contain one of these, it too will have many rational points. Thus,
to have any hope of proving a bound on \( N(X, t) \) for general \( X \) definable in some
o-minimal structure on \( \mathbb{R} \), we must exclude those algebraic sets which have too
many rational points. We achieve this by excluding all semi-algebraic sets.

Definition 4.2. We say that a set \( X \subseteq \mathbb{R}^n \) is semi-algebraic if it is definable in
the structure \( (\mathbb{R}, +, \times, <) \) of the real numbers considered to be an ordered field.
More concretely, a set is semi-algebraic if it is a finite boolean combination of sets
defined by conditions of the form \( f(x_1, \ldots, x_n) > 0 \), where \( f \in \mathbb{R}[X_1, \ldots, X_n] \) is a
polynomial with real coefficients in \( n \) variables. Given a set \( X \subseteq \mathbb{R}^n \) we define \( X^{\alg} \),
the algebraic part of \( X \), to be the union of all sets \( Z \) where \( Z \subseteq X \) is semi-algebraic,
connected, and has dimension at least one. We define $X^{\text{trans}}$, the transcendental part of $X$, to be $X \setminus X^{\text{alg}}$.

There is no reason to expect the algebraic part of $X$ to be semi-algebraic itself even if $X$ is definable in some particularly well behaved o-minimal structure on the real numbers. For example, consider the following set which is definable in $\mathbb{R}^{\text{exp}}$:

$$X := \{ (x, y, z) \in \mathbb{R}^3 : x > 0 \text{ and } z = x^y = \exp(\ln(x)) \}.$$ 

The set $X$ has dimension two, being the graph of a definable continuous function on $\mathbb{R}_+ \times \mathbb{R}$, but it does not contain any two-dimensional semi-algebraic sets. On the other hand, its algebraic part consists of the union of the following countably infinite collection of one-dimensional semi-algebraic sets

$$\{(x, y, z) \in \mathbb{R}^3 : x > 0 \text{ and } y = \frac{n}{m} \text{ and } x^n = z^m\}$$

as $\frac{n}{m}$ ranges through the rational numbers. Thus, in this case, $X^{\text{alg}}$ is a properly infinite union of semi-algebraic sets.

With these definitions in place, we may state the counting theorem from [26].

**Theorem 4.3.** Let $X \subseteq \mathbb{R}^n$ be a subset of some cartesian power of the real numbers which is definable in some o-minimal structure on $\mathbb{R}$. Then for each $\epsilon > 0$ there is some constant $C = C_{\epsilon}$ so that for $t \geq 1$ one has $N(X^{\text{trans}}, t) \leq Ct^\epsilon$.

**Remark 4.4.** Strengthenings of Theorem 4.3 are known. The proof of Theorem 4.3 passes through a proof a uniform version in which $X$ is allowed to vary in a definable family and the bound is shown to hold for a bigger set than simply $X^{\text{trans}}$. For purposes of the application of Theorem 4.3 to the André-Oort conjecture and some related problems, it is necessary to count algebraic points of small degree rather than merely rational points. Pila obtains such bounds in [28].

**Remark 4.5.** Examples have been constructed showing that in general one cannot hope for better universal bounds. However, one might hope that if $X$ is definable in a particularly nice way, then the bounds may be strengthened. In the strongest forms, these strengthenings assert that certain transcendental equations have no nonobvious algebraic solutions. I have in mind conjectures along the lines of Schanuel’s conjecture on the transcendence of the exponential function that if $\alpha_1, \ldots, \alpha_n$ are complex numbers which are $\mathbb{Q}$-linearly independent, then the transcendence degree of the field $\mathbb{Q}(\alpha_1, \ldots, \alpha_n, e^{\alpha_1}, \ldots, e^{\alpha_n})$ is at least $n$ [17], André’s conjectures on G-functions [1], and the Kontsevich-Zagier conjectures on periods [16]. While these conjectures are inaccessible to contemporary techniques, Wilkie’s conjecture about sets definable using the real exponential function may be within reach.

**Conjecture 4.6.** Let $X \subseteq \mathbb{R}^n$ be a subset of a cartesian power of $\mathbb{R}$ definable in $\mathbb{R}^{\text{exp}}$. There there are constants $C$ and $K$ depending only on $X$ so that for $t \geq 1$, we have $N(X^{\text{trans}}, t) \leq C(\log t)^K$.

The proof Theorem 4.3 and the proofs [29] of partial results towards Conjecture 4.6 rely on a general geometric theorem about parametrizations of definable sets (referred to as a dual form of cell decomposition in the first paragraph of this section) and a linear algebraic argument to show that the rational points on the image of a ball under a sufficiently smooth function must lie in a small number of algebraic hypersurfaces.
Definition 4.7. Let \((R, +, \cdot, <, \ldots)\) be an o-minimal structure on an ordered field, let \(X \subseteq R^n\) be a definable set of dimension \(k\) in some cartesian power of \(R\), and let \(r \in \mathbb{Z}_+\) be a positive integer. We say that \(\phi = (\phi_1, \ldots, \phi_n) : (0,1)^k \to R^n\) is a partial \(r\)-parametrization of \(X\) if

- \(\phi\) is definable,
- the range of \(\phi\) is contained in \(X\), and
- for each \(i \leq n\) and multi-index \(\alpha = (\alpha_1, \ldots, \alpha_k) \in \mathbb{N}^k\) with \(|\alpha| = \sum \alpha_i \leq r\) we have \(\left| \frac{\partial^{|\alpha|} f_i}{\partial x_{\alpha_1}^{\alpha_1} \cdots \partial x_{\alpha_n}^{\alpha_n}} (x) \right| \leq 1\) for all \(x \in (0,1)^k\).

By an \(r\)-parametrization of \(X\) we mean a finite set \(S\) of partial \(r\)-parametrizations of \(X\) for which \(X\) is covered by the ranges of the functions in \(S\).

The main theorem about parametrizations is that \(r\)-parametrizations exist for every \(r \in \mathbb{Z}_+\) and every sufficiently bounded definable set in an o-minimal structure.

Theorem 4.8. Let \((R, +, \cdot, <, \ldots)\) be an o-minimal structure expanding an ordered field, let \(X \subseteq [-1,1]^n\) be a definable subset of the unit \(n\)-cube in \(R\) for some \(n \in \mathbb{Z}_+\), and let \(r \in \mathbb{Z}_+\) be a positive integer. Then \(X\) admits an \(r\)-parametrization.

For the intended applications, we work in an o-minimal structure on \(R\). What, then, is the point of the greater generality? The proof of Theorem 4.8 even in the case that the underlying ordered field is the field of real numbers, makes essential use of parametrizations of definable sets in more general o-minimal structures through a kind of nonstandard analysis. That is, by proving even individual instances of the parametrization theorem, say, in general o-minimal structures, one may deduce via the compactness theorem of first-order logic that the theorem holds uniformly in definable families. From the point of view of the ultimate theorem, these compactness arguments are hidden, but they are crucial for the proofs.

Theorem 4.8 generalizes a theorem of Yomdin on the existence of \(r\)-parametrizations for real semi-algebraic sets \([50, 49]\), and its proof follows Gromov’s version of the proof in the semi-algebraic setting \([10]\). Of course, for purposes of Theorem 4.3, in which we count only rational points in the transcendental part of \(X\), the parametrization theorem for semi-algebraic sets on its own does not help.

The logical structure of the proof of Theorem 4.8 is similar to that of the cell decomposition theorem (Theorem 3.9). For both of these theorems, the one-dimensional case itself is an immediate consequence of the definition of o-minimality, but to carry out the induction using the definable choice functions given by Proposition 3.7, one performs a concurrent induction showing that definable functions have strong regularity properties. For the cell decomposition theorem, this takes the form of the monotonicity theorem in dimension one and the piecewise continuity theorem in higher dimensions. For the parametrization theorem, this takes the form of a reparameterization theorem in all dimensions and a strengthening of the reparameterization theorem in dimension one.

To say what is meant by reparameterization, we need the definition of strongly bounded.

Definition 4.9. Let \((R, +, \cdot, 0, 1, <, \ldots)\) be an o-minimal expansion of an ordered field. We say that the set \(X \subseteq R^n\) is strongly bounded if there is a natural number \(N \in \mathbb{N}\) for which \(X \subseteq [-N,N]^n\). We say that a function \(f : Y \to R^n\) is strongly bounded if its graph is strongly bounded.
Definition 4.10. Let \((R, +, \cdot, 0, 1, <, \ldots)\) be an \(o\)-minimal expansion of an ordered field. Given a positive integer \(r \in \mathbb{Z}_+\) and a definable function \(f = (f_1, \ldots, f_n) : (0, 1)^m \to \mathbb{R}^n\) we say that an \(r\)-parameterization \(S\) of the open unit box \((0, 1)^m\) is an \(r\)-reparameterization of \(f\) if for each \(\alpha \in \mathbb{N}^m\) with \(|\alpha| \leq r, \phi \in S\) and \(j \leq n\) the function \(f_j \circ \phi\) is \(r\)-times differentiable and \(\frac{\partial^{(|\alpha|)}}{\partial x_1^{\alpha_1} \cdots \partial x_m^{\alpha_m}} \) is strongly bounded.

Remark 4.11. In the case that the underlying field is simply \(\mathbb{R}\), then “bounded” and “strongly bounded” have the same meaning. The meanings diverge only for non-archimedian fields. In the real case, if \(f : (0, 1)^m \to \mathbb{R}^n\) is bounded and sufficiently smooth, then any \(r\)-parametrization of \((0, 1)^m\) is an \(r\)-reparameterization. The utility of the concept of a reparametrization is only seen through the nonstandard analytic arguments.

The key auxiliary result in the proof of Theorem 4.8 is the reparameterization theorem.

Theorem 4.12. Let \((R, +, \cdot, 0, 1, <, \ldots)\) be an \(o\)-minimal expansion of an ordered field, and let \(m \in \mathbb{Z}_+, n \in \mathbb{Z}_+,\) and \(r \in \mathbb{Z}_+\) be three positive integers. If \(f : (0, 1)^m \to \mathbb{R}^n\) is strongly bounded, then there exists an \(r\)-reparameterization of \(f\). Moreover, if \(m = n = 1\), the reparameterization \(S\) may be chosen so that for each \(\phi \in S\) either \(\phi\) or \(f \circ \phi\) is a polynomial with strongly bounded coefficients.

Theorem 4.12 and thereby the full Theorem 4.8 are established via a constructive and concrete argument in the base case, and then via an inductive argument relying heavily upon definable choice and the cell decomposition theorems in higher dimensions.

Let us explain now how Theorem 4.8 follows from Theorem 4.12. We start with a set \(X \subseteq \mathbb{R}^n\) definable in some \(o\)-minimal expansion of the real numbers and a number \(\epsilon > 0\). Breaking \(X\) into the \(2^n\) pieces \(X_{\tau} := \{(a_1, \ldots, a_n) \in X : |a_i^\tau| \leq 1\} \) for all \(i \leq n\) as \(\tau\) ranges over \(\{\pm 1\}^n\), it suffices to estimate \(N(X, t)\) for each such \(\tau\). Since the map \(x \mapsto \frac{1}{x}\) does not affect our height function, we may replace each \(X_{\tau}\) with its image under \((x_1, \ldots, x_n) \mapsto (|x_1|^\tau, \ldots, |x_n|^\tau)\), and thereby we may assume that \(X \subseteq [-1, 1]^n\). From Theorem 4.8 we know that for each \(r \in \mathbb{Z}_+\) the set \(X\) admits an \(r\)-reparameterization. We shall choose \(r\) depending on \(\epsilon\) so that the existence of such an \(r\)-parametrization implies that \(N(X, t) \leq Ct^\epsilon\).

At this point, the argument follows the lines of other constructive arguments bounding numbers of rational solutions and is similar in spirit to Bombieri’s proof of the Mordell conjecture [5]. The key result is the following proposition whose proof is ultimately embedded in the paper [3].

Proposition 4.13. For \(m, n, d \in \mathbb{N}\) with \(m < n\), there are numbers \(r \in \mathbb{Z}_+\) and \(\epsilon = \epsilon(m, n, d)\) and \(C = C(m, n, d)\) in \(\mathbb{R}_+\) so that for any \(C^\epsilon\) function \(\phi : (0, 1)^m \to \mathbb{R}^n\), which is an \(r\)-reparameterization of its range \(X\) and \(t \geq 1\), the set \(X(\mathbb{Q}, t)\) is contained in at most \(Ct^\epsilon\) hypersurfaces of degree \(d\) and \(\epsilon(m, n, d) \to \infty\) as \(d \to \infty\).

In some sense, Proposition 4.13 is applied in reverse. We aim to show for a fixed \(\epsilon > 0\) that for some \(C\) we have \(N(X^{\text{trans}}, t) \leq Ct^\epsilon\). From Proposition 4.13 we know that for \(\epsilon\) arbitrarily small, we may find some \(r \in \mathbb{Z}_+\) and \(d \in \mathbb{Z}_+\) so that if \(X\) admits an \(r\)-parametrization by a single function, then the rational points in \(X(\mathbb{Q}, t)\) are contained in \(Ct^\epsilon\) hypersurfaces of degree \(d\). From the parametrization theorem, we know that \(X\) does admit an \(r\)-parametrization. Hence, at the cost of
multiplying by the number of functions in its \( r \)-parametrization, we know that the rational points of small height are contained in a few hypersurfaces of degree \( d \). Via a clever inductive argument, again using ideas from \( o \)-minimality, one deduces the counting theorem itself.

The proof of Proposition 4.13 requires some nontrivial but elementary combinatorial estimates and some careful but again elementary analytic considerations. Ultimately, it is based on a simple, but ubiquitous in the theory of diophantine approximations, observation: if an integer has absolute value less than one, it is zero.

5. Diophantine applications

In general, it is not true that if \( X \subseteq \mathbb{R}^n \) is definable in some \( o \)-minimal structure on the real numbers that \( X^{\text{trans}}(\mathbb{Q}) \) is finite. For example, if \( X \) is the graph of the function \( x \mapsto 2^x \), then its algebraic part is empty, but for each integer \( a \), we have \( \langle a, 2^a \rangle \in X(\mathbb{Q}) \). However, in some cases of independent number theoretic interest the upper bounds of Theorem 4.3 may be played against lower bounds coming from Galois theory. In the introduction to this paper, we sketched a version of this argument due to Pila and Zannier to show that algebraic relations amongst roots of unity may always be explained by multiplicative dependencies. In this section we shall explain some of the more sophisticated results proven using variations of this method.

Let us return to the argument sketched in the introduction and give a few more details to complete the proof. Recall that we wish to prove that for \( G(x_1, \ldots, x_n) \in \mathbb{C}[x_1, \ldots, x_n] \), a polynomial over the complex numbers in \( n \) variables, the set

\[
X := \{ (\zeta_1, \ldots, \zeta_n) \in (\mathbb{C}^*)^n : G(\zeta_1, \ldots, \zeta_n) = 0 \text{ and each } \zeta_i \text{ is a root of unity} \}
\]

is a finite union of cosets of groups. We observed that if we define

\[
D := \{ z \in \mathbb{C} : 0 \leq \text{Re}(z) < 1 \}
\]

and \( \tilde{E} : D^n \to (\mathbb{C}^*)^n \) by

\[
(z_1, \ldots, z_n) \mapsto (e^{2\pi i z_1}, \ldots, e^{2\pi i z_n}),
\]

then via the usual interpretation of \( \mathbb{C} \) as \( \mathbb{R}^2 \) using the real and imaginary part functions, the function \( \tilde{E} \) is definable in \( \mathbb{R}_{an,\exp} \), and the set \( X \) is the image under \( \tilde{E} \) of the set \( \tilde{X}(\mathbb{Q}) \) where \( \tilde{X} := \{ (z_1, \ldots, z_n) \in D^n : G(e^{2\pi i z_1}, \ldots, e^{2\pi i z_n}) = 0 \} \) is an \( \mathbb{R}_{an,\exp} \)-definable set.

Before we can apply Theorem 4.3 to give even numerical bounds on the distributions of the points in \( \tilde{X}(\mathbb{Q}) \), we need to compute \( \tilde{X}^{\text{alg}} \). The key to this computation is Ax’s function field version of the Schanuel conjecture.

**Theorem 5.1.** If \( \gamma_1(t), \ldots, \gamma_n(t) \in t\mathbb{C}[[t]] \) are power series over the complex numbers with no constant term which are linearly independent over \( \mathbb{Q} \), then the transcendence degree over \( \mathbb{C}(t) \) of the field \( \mathbb{C}(t, \gamma_1(t), \ldots, \gamma_n(t), \exp(\gamma_1(t)), \ldots, \exp(\gamma_n(t))) \) is at least \( n \).

It follows from Theorem 5.1 that if \( \gamma : (0, 1) \to \tilde{X} \) were a semi-algebraic curve, then the components of \( \gamma \) would satisfy a nontrivial linear dependence over \( \mathbb{Q} \). This alone is not enough for the determination of \( \tilde{X}^{\text{alg}} \). Rather, we now use another property of definable sets in \( o \)-minimal structures on the real numbers: every countable definable set is finite. For each positive \( k \leq n \), we consider the set \( M_k \)
of maximal $k$-dimensional affine spaces: these are affine spaces $V$ (translates of vector subspaces) of dimension $k$ for which $\dim(V \cap \tilde{X}) = k$ but for which there is some point $a \in (V \cap \tilde{X})$ for which there is no $k + 1$-dimensional affine space $W$ which meets $\tilde{X}$ near $a$ in a dimension $k + 1$ set. It is not hard to see that relative to the usual representations of affine spaces via affine equations, each of the sets $M_k$ is definable as are the sets $\tilde{M}_k := \{V \leq \mathbb{R}^{2n} : (\exists a \in \mathbb{R}^{2n}) a + V \in M_k\}$. It takes a little more work using properties of the covering map $\tilde{E}$ to see that every element of $\tilde{M}_k$ is defined over $\mathbb{Q}$. Hence, each $\tilde{M}_k$ is countable and therefore finite. Combining this argument with Theorem 5.4, we see that $\tilde{X}^{\text{alg}} = \bigcup_{k=1}^n \bigcup_{H \in M_k} H$. For the algebraic part, it is now clear that either $\tilde{X}$ is an algebraic torus, in which case we may take a quotient and conclude by induction, or $\tilde{X}^{\text{alg}}(\mathbb{Q})$ is a finite union of cosets of groups (intersected with $[0, 1]^n$).

To complete the proof, we must show that $\tilde{X}^{\text{trans}}(\mathbb{Q})$ is finite using the bounds from Theorem 4.3. For this we need a reduction: we may assume that $G$ is an irreducible polynomial defined over some number field $K$. If you are comfortable with basic algebraic geometry, this reduction is standard and quite easy and will be given in the parenthetical sentences to follow. Otherwise, take this point as given or just follow the argument in the case when $G$ is in fact a polynomial over a number field.

(For the reduction, observe that Theorem 2.1 is equivalent to the apparent generalization where the hypersurface defined by $G$ is replaced by a general subvariety. For a variety $Y \subseteq \mathbb{A}_n^\mathbb{Q}$, if

$$Z := Y(\mathbb{C}) \cap \{(\zeta_1, \ldots, \zeta_n) \in (\mathbb{C}^\times)^n : \text{each } \zeta_i \text{ is a root of unity}\},$$

then $Y(\mathbb{C})$ and $Z(\mathbb{C})$ meet the $n$-tuples of roots of unity in the same set. So, we may assume $Y = Z$. It then follows from Lagrange interpolation that $Y$ is defined over the algebraic numbers as it contains a Zariski dense set of algebraic points. Since only finitely many equations are required to define $Y$, it is, in fact, defined over a number field.)

Let us now estimate $N(\tilde{X}^{\text{trans}}, t)$. Suppose that $z \in \tilde{X}(\mathbb{Q}, t)$. We can write $z = (\frac{a_1}{b_1}, \ldots, \frac{a_n}{b_n})$, where each $a_i$ and $b_i$ is an integer, $0 \leq a_i < b_i \leq t$, and $(a_i, b_i) = 1$ (and $b_i = 1$ if $a_i = 0$). Exponentiating, we have $G(e^{2\pi i a_1 b_1}, \ldots, e^{2\pi i a_n b_n}) = 0$. Let $L := K((e^{2\pi i a_1 b_1}, \ldots, e^{2\pi i a_n b_n})$ be the field obtained by adjoining the coordinates of $E(z)$ to $K$. Since $G$ has coefficients in $K$, for any automorphism $\sigma : L \rightarrow L$ over $K$, we have $G(\sigma(\tilde{E}(z))) = 0$. Since $e^{2\pi i b_j/\sigma}$ is a primitive $b_j$-th root of unity, we know that $\sigma(e^{2\pi i a' b_j/\sigma}) = e^{2\pi i a'' b_j/\sigma}$ for some integer $a''$ with $0 \leq a'' < b_j$. Moreover, it follows from basic Galois theory that the orbit of $e^{2\pi i a' b_j/\sigma}$ under the Galois group of $L$ over $K$ has cardinality at least $\varphi(b_j)/[K : \mathbb{Q}]$, where $\varphi$ is Euler’s totient function given by $\varphi(n) := \#(\mathbb{Z}/n\mathbb{Z})^\times$. A simple computation shows that for any constant $C > 0$ and number $\epsilon < 1$, we have $\varphi(n) > Cn^\epsilon$ for $n \gg 0$. Putting all these observations together, we see that if $t \in \mathbb{Z}_+$ and $N(\tilde{X}^{\text{trans}}, t) > N(\tilde{X}^{\text{trans}}, t - 1)$, then $N(\tilde{X}, t) \geq \frac{1}{\varphi(n)} N(\tilde{X}, t - 1)$. For $t \gg 0$ this would violate Theorem 4.3 with $\epsilon < 1$. Hence, there must be some $t$ for which every element of $(\tilde{X}^{\text{trans}})(\mathbb{Q})$ has height at most $t$. That is, this set is finite.
For the other applications we have mentioned, the statements are intrinsically more complicated as they refer to more sophisticated geometries and the proofs are correspondingly more involved. However, the fundamental strategies are the same.

Let us consider the theorem of Masser and Zannier [21, 20] about torsion on elliptic curves. They consider the family of elliptic curves presented in their affine Legendre form where $E_\lambda$ is defined by the affine planar equation $y^2 = x(x-1)(x-\lambda)$ for $\lambda \in \mathbb{C} \setminus \{0, 1\}$. From the theory of elliptic curves, $E_\lambda$ considered together with the point at infinity has a unique structure of an algebraic group with that point at infinity as the identity. For a fixed complex number $a$ we might consider the set of $\lambda$ for which the point $(a, \sqrt{a(a-1)(a-\lambda)})$ is torsion in the group $E_\lambda(\mathbb{C})$. It is not hard to see that for $a = 0$ or $a = 1$, these points are always torsion. On the other hand, for every other $a$ there are only countably many $\lambda$ for which this point is torsion in $E_\lambda(\mathbb{C})$. Nevertheless, by computing the rational functions which define the multiplication by $n$ map on $E_\lambda$, it is fairly easy to show that for any such $a$ there will be infinitely many $\lambda$ for which $(a, \sqrt{a(a-1)(a-\lambda)})$ is torsion. Masser and Zannier address the question: if we consider two numbers $a$ and $b$, for how many $\lambda$ are $(a, \sqrt{a(a-1)(a-\lambda)})$ and $(b, \sqrt{b(b-1)(b-\lambda)})$ both torsion in $E_\lambda(\mathbb{C})$? In the special case of $a = 2$ and $b = 3$ they give an answer.

**Theorem 5.2.** There are only finitely many complex numbers $\lambda$ for which

$$P_\lambda := (2, \sqrt{2(2-\lambda)})$$

and

$$Q_\lambda := (3, \sqrt{6(3-\lambda)})$$

are torsion in $E_\lambda(\mathbb{C})$.

*Remark 5.3.* The proof of Theorem 5.2 applies perfectly well to any two numbers $a$ and $b$ for which the points

$$P_\lambda^a := (a, \sqrt{a(a-1)(a-\lambda)})$$

and

$$Q_\lambda^b := (b, \sqrt{b(b-1)(b-\lambda)})$$

are linearly independent over $\mathbb{Z}$ in the group $E_\lambda(\mathbb{Q}(\lambda))$. In [19], Masser and Zannier drop the requirement that the abscissa be constant.

The proof of Theorem 5.2 follows the pattern of the proof of Theorem 2.1 that we outlined above. For each elliptic curve $E_\lambda$, the theory of analytic uniformization gives a complex analytic covering map $\pi_\lambda : \mathbb{C} \to E_\lambda(\mathbb{C})$. As with the usual exponential function, this covering is not definable in any o-minimal expansion of the real numbers. However, if we restrict $\pi_\lambda$ to a fundamental domain, it is. Moreover, at the cost of treating $\pi_\lambda$ as simply a real analytic function, we may normalize the fundamental domain so that the domain of $\pi_\lambda$ is the square $[0, 1) \times [0, 1)$ and the map $\pi_\lambda$ is a group homomorphism when $[0, 1)$ is given the usual wrap around additive structure. With some work, one can show that the two-variable (or, really, four real variable) function $(\lambda, z) \mapsto \pi_\lambda(z)$ is definable in $\mathbb{R}_{\text{an, exp}}$ relative to the usual interpretation of $\mathbb{C}$ in $\mathbb{R}$ and when $z$ is restricted to $[0, 1) \times [0, 1)$. Masser and Zannier then study the set

$$\tilde{X} := \{(x_1, y_1, x_2, y_2) \in [0, 1)^4 : (\exists \lambda) \pi_\lambda(x_1, y_1) = (2, \sqrt{2(2-\lambda)})$$

and $\pi_\lambda(x_2, y_2) = (3, \sqrt{6(3-\lambda)})\}.$$
Visibly, $\tilde{X}$ is definable in $\mathbb{R}_{\text{an},\exp}$ and it is not hard to see that the rational points on $\tilde{X}$ all come from $\lambda$ for which $P_{\lambda}$ and $Q_{\lambda}$ are simultaneously torsion. Transcendence results about the Weierstraß $\wp$-function are used in place of Ax’s theorem to show that $\tilde{X}^{\text{alg}}$ is empty, and a theorem of David [8] about the degree of the field extension required to define elliptic curves with elements of specified order plays the role in the calculation of the degree of a cyclotomic extension.

It bears noting that in the published proof of Theorem 5.2 Masser and Zanier avoid an explicit reference to definability in o-minimal structures since Pila had proved a provisional version of Theorem 4.3 for subanalytic surfaces without invoking the theory of o-minimality [27]. However, in order to apply Pila’s earlier result, one must use a theorem of Silverman to bound the height of those $\lambda$ for which $P_{\lambda}$ is torsion [39], though one cannot completely remove Silverman’s theorem from this proof as it is used in order to interpret David’s theorem. On the other hand, due to the work of Peterzil and Starchenko [25] on the uniform definability of theta functions in $\mathbb{R}_{\text{an},\exp}$, it follows that the question of simultaneous torsion in families of higher-dimensional abelian varieties may be analyzed via these methods.

Finally, let us close with Pila’s proof of the André-Oort conjecture for modular curves. We shall introduce the André-Oort conjecture via the classical theory of complex elliptic curves. Unlike most other approaches to this problem where one might (or might not) define the terms using complex analysis but then address the questions with a more number theoretic theory, Pila’s proof appeals directly to the complex analytic presentation of the problem.

As we observed above, for every elliptic curve $E$ over the complex numbers, one can find a complex analytic surjective group homomorphism $\pi : \mathbb{C} \to E(\mathbb{C})$. The kernel of $\pi$ is a lattice which, after making a linear change of variables, we may express as $\ker \pi = \mathbb{Z} \oplus \mathbb{Z}\tau$ for some complex number $\tau \in \mathfrak{h} := \{z \in \mathbb{C} : \text{Im}(z) > 0\}$. Conversely, for any $\tau \in \mathfrak{h}$, the complex analytic group $E_{\tau}(\mathbb{C}) := \mathbb{C}/(\mathbb{Z} + \mathbb{Z}\tau)$ is complex analytically isomorphic to a complex algebraic curve with an algebraic group structure, which we shall continue to denote by $E_{\tau}$. From the general theory of covering spaces, it is not hard to see that the endomorphisms of the elliptic curve $E_{\tau}$ correspond to complex numbers $\mu$ for which $\mu(\mathbb{Z} + \mathbb{Z}\tau) \leq \mathbb{Z} + \mathbb{Z}\tau$. A short computation shows that for most choices of $\tau$, the number $\mu$ gives an endomorphism only when $\mu$ is an integer. On the other hand, if $\tau$ satisfies a quadratic equation over $\mathbb{Q}$, then there will be some endomorphisms not coming from $\mathbb{Z}$. This is the reason why elliptic curves whose endomorphism rings are strictly larger than $\mathbb{Z}$ are said to have complex multiplication or to be CM.

There is an analytic function $j : \mathfrak{h} \to \mathbb{C}$ having the property that $E_{\tau}(\mathbb{C})$ and $E_{\sigma}(\mathbb{C})$ are isomorphic as elliptic curves if and only if $j(\tau) = j(\sigma)$. We refer to the value $j(\tau)$ as the $j$-invariant of the elliptic curve $E_{\tau}$. Let us say that a complex number $\zeta$ is a special point if it is the $j$-invariant of an elliptic curve with complex multiplication. By the above discussion, we see that a number is special if and only if it is the value of the analytic $j$-function on a quadratic imaginary number. The André-Oort conjecture in this case predicts the form of the algebraic subvarieties $X \subseteq A^n_{\mathbb{C}}$ of affine $n$-space which contain a Zariski dense set of $n$-tuples of special points. Specializing to the case of $n = 2$, it proposes a solution to the question of for which polynomials $g(x, y) \in \mathbb{C}[x, y]$ are there infinitely many pairs $(\xi, \zeta)$ of...
special points for which \(g(\xi, \zeta) = 0\)? This case was solved early in the investigations around the Andrè-Oort conjecture, first assuming the Riemann Hypothesis by Edixhoven [7] and then unconditionally by André [2].

Clearly, if \(\xi\) is a special point, then the set algebraic varieties \(\{\xi\} \times \mathbb{A}^1\) and \(\mathbb{A}^1 \times \{\xi\}\) contain Zariski dense sets of special points as does the whole plane \(\mathbb{A}^2\).

It follows from the general theory of coverings, that for each \(n \in \mathbb{Z}^+\) there is a polynomial \(P_n(x, y) \in \mathbb{C}[x, y]\) for which the function \(\tau \mapsto P_n(j(n\tau), j(\tau))\) is identically zero. From this presentation, it is clear that the curve defined by the vanishing of \(P_n\) contains a Zariski dense set of special points, for if \(\tau\) is quadratic imaginary, then so is \(n\tau\) and vice versa. The Andrè-Oort conjecture (for the \(j\)-line) says that these are the only algebraic varieties other than points which can contain a Zariski dense set of special points.

**Theorem 5.4 (Pila).** Let \(X \subseteq \mathbb{A}^n\) be an irreducible algebraic subvariety of affine \(n\)-space over the complex numbers. Suppose that the set

\[
\{(\xi_1, \ldots, \xi_n) \in X(\mathbb{C}) : \text{each } \xi_i \text{ is the } j\text{-invariant of a CM-elliptic curve}\}
\]

is Zariski dense in \(X\). Then \(X\) is defined by equations of the form \(P_m(x_i, x_j) = 0\) and \(x_k = \xi\) for \(\xi\) a special point.

The proof of Theorem 5.4 follows our by-now familiar pattern. First, Pila observes that \(j\), restricted to a fundamental domain, is definable in \(\mathbb{R}_{an, exp}\) by work of Peterzil an Starchenko [23]. He then moves from a study of \(X\) to that of \(\tilde{X}\), the inverse image of \(X(\mathbb{C})\) via \(j\) (or really, the map \((z_1, \ldots, z_n) \mapsto (j(z_1), \ldots, j(z_n))\)) restricted to its fundamental domain, which is a definable set in \(\mathbb{R}_{an, exp}\). He then must determine \(\tilde{X}^{\text{alg}}\) and does so using considerations of the action of the modular group showing that the algebraic part comes from the preimages of finitely many varieties of the desired form. At this point, the goal is to show that if \(X\) does not already have the desired form, then there are only finitely many quadratic imaginary points in \(\tilde{X}^{\text{trans}}\). The counting theorem, Theorem 4.3, is applied to rational points, but Pila deduces the same kinds of bounds for algebraic points of bounded degree [28]. Thus, for any \(\epsilon > 0\) there is some constant \(C\) for which the number of quadratic imaginary points of height at most \(t\) in \(\tilde{X}^{\text{trans}}\) is at most \(Ct^\epsilon\). As in the proof of Theorem 2.1, he reduces to the case that \(X\) is defined over a number field and observes that if there are special points coming from \(\tilde{X}^{\text{trans}}\), then all of their Galois conjugates are also in this set. At this point, he estimates the size of these orbits from below using Siegel’s theorem on the growth of the class number [38] to find that for \(\epsilon < 2\) one has a lower bound of \(Ct^\epsilon\), thus contradicting the upper bound from the counting theorem.

**Remark 5.5.** Theorem 5.4 had been proven previously by Edixhoven and Yafaev [8] under the assumption of the Generalized Riemann Hypothesis for quadratic imaginary fields. Their proof shares the same general strategy: find upper bounds geometrically and lower bounds via Galois theory and analytic number theory.

**Remark 5.6.** The paper in which the proof of Theorem 5.4 appears [30] includes proofs of theorems in the direction of the Pink-Zilber conjectures. On the other hand, while many parts of this argument succeed when applied to other Shimura varieties, some steps are incomplete. For example, it is known that the analytic covering maps for the moduli spaces of principally polarized abelian varieties are
definable in $\mathbb{R}_{\text{an,exp}}$ (again, after suitable restriction, see [25]) and it seems plausible that the arguments employed to determine the algebraic parts of inverse images of algebraic varieties by cartesian powers of $j$ should work for these maps, too, but to date no one has carried out the details. More importantly, the lower bounds on the size of the Galois orbits of the special points are not yet known unconditionally, though recent work of Tsimermann [42] and Ullmo and Yafaev [43] does expand the class of Shimura varieties for which the Galois orbits of special points are provably large.
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