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Abstract. Strong laws are established for linear statistics that are weighted sums of a random sample. We show extensions of the Marcinkiewicz-Zygmund strong laws under certain moment conditions on both the weights and the distribution. The result obtained extends and sharpens the result of Sung.

1. Introduction

Many useful linear statistics based on a random sample are weighted sums of independent and identically distributed (i.i.d.) random variables. Examples include least-squares estimates, nonparametric regression function estimates, and jackknife estimates, among others. In this respect, studies of strong laws for these weighted sums have demonstrated significant progress in probability theory with applications in mathematical statistics. Let \( \{X_i, i \geq 1\} \) be i.i.d. copies of a random variable \( X \), and \( \{a_{ni}, 1 \leq i \leq n, n \geq 1\} \) a triangular array of constants. The almost sure (a.s.) limiting behavior of weighted sums \( \sum_{i=1}^{n} a_{ni}X_i \) was studied by many authors (see [1, 2, 4, 9, 10]). Recently, Sung (see [9]) proved the following strong laws of large numbers.

Theorem 1.1. Let \( \{X, X_i, i \geq 1\} \) be a sequence of i.i.d. random variables satisfying \( EX = 0 \), and for any \( h > 0 \) and some \( \gamma > 0 \), \( E \exp(h|X|^\gamma) < \infty \). Let \( \{a_{ni}, 1 \leq i \leq n, n \geq 1\} \) be a triangular array of constants satisfying

\[
A_{\alpha} = \limsup_{n \to \infty} A_{\alpha,n} < \infty,
\]

where \( A_{\alpha,n} = \sum_{i=1}^{n} |a_{ni}|^\alpha/n \) for some \( 1 < \alpha \leq 2 \). Then for \( 0 < \gamma < 1 \) and \( b_n = n^{1/\gamma}(\log n)^{1/\gamma} \),

\[
\sum_{i=1}^{n} a_{ni}X_i/b_n \to 0 \quad \text{a.s.;}
\]

moreover, for \( \gamma > 1 \) and \( b_n = n^{1/\gamma}(\log n)^{1/\gamma + \delta} \),

\[
\sum_{i=1}^{n} a_{ni}X_i/b_n \to 0 \quad \text{a.s.}
\]
Theorem 1.2. Let \( \{X, X_i, i \geq 1\} \) be a sequence of i.i.d. random variables satisfying \( EX = 0 \), and for some \( h, \gamma > 0 \), \( E \exp(h|X|^\gamma) < \infty \). Let \( \{a_{ni}, 1 \leq i \leq n, n \geq 1\} \) be a triangular array of constants satisfying \( A_\alpha = \limsup_{n \to \infty} A_{\alpha,n} < \infty \), where \( A_{\alpha,n} = \sum_{i=1}^{n} |a_{ni}|^\alpha / n \) for some \( 1 < \alpha \leq 2 \). Then for \( 0 < \gamma \leq 1 \) and \( b_n = n^{\frac{1}{\gamma}} (\log n)^{1+\delta}, \) for any \( \beta > 0 \),
\[
\sum_{i=1}^{n} a_{ni} X_i / b_n \to 0 \text{ a.s.;}
\]
moreover, for \( \gamma > 1 \) and \( b_n = n^{\frac{1}{\gamma}} (\log n)^{1+\delta+\beta}, \) for any \( \beta > 0 \)
\[
\sum_{i=1}^{n} a_{ni} X_i / b_n \to 0 \text{ a.s.,}
\]
where \( \delta = 1 - \frac{1}{\gamma} - \frac{\gamma-1}{1+\alpha-\alpha} > 0 \).

The main purpose of this paper is to establish the Marcinkiewicz-Zygmund strong laws for linear statistics of i.i.d. sequences of random variables. The results obtained (see Theorem 2.3 and Corollary 2.10) extend and sharpen the result of Sung (see [9]). As a corollary of our Theorem 2.3, \( b_n \) in Theorems 1.1 and 1.2 can be taken as \( b_n = n^{\frac{1}{\gamma}} (\log n)^{1} \) for \( 0 < \alpha \leq 2 \) thus improving and extending the Sung result.

2. The Marcinkiewicz-Zygmund strong laws

Throughout this paper, \( C \) will represent a positive constant, though its value may change from one appearance to the next, and \( a_n = O(b_n) \) will mean \( a_n \leq C b_n \).

In order to prove our results, we need the following lemma and the concept of complete convergence.

Definition 2.1 (see [6]). Let \( \{X, X_n, n \geq 1\} \) be a sequence of random variables. If for any \( \varepsilon > 0 \),
\[
\sum_{n=1}^{\infty} P(|X_n - X| > \varepsilon) < \infty
\]
holds, we call \( \{X_n, n \geq 1\} \) completely converging to \( X \).

Now let \( \{X, X_n, n \geq 1\} \) be a sequence of independent identically distributed random variables, and denote \( S_n = \sum_{i=1}^{n} X_i \). The Hsu-Robbins-Erdős law of large numbers (proved first in [6] and [3]) states that the following conditions are equivalent:

1. \( \forall \varepsilon > 0, \sum_{n=1}^{\infty} P(|S_n| > \varepsilon n) < \infty \);
2. \( EX = 0 \) and \( EX^2 < \infty \).

This is a fundamental theorem in probability theory, and it has been intensively investigated by many authors in the past decades. We can see it in [7, 3] and [8].

There have been many extensions in various directions of the Hsu-Robbins-Erdős law of large numbers.

Lemma 2.2 (see [7 page 84]). Let \( \{X_i, i \geq 1\} \) be a sequence of independent random variables, \( EX_i = 0, E|X_i|^p < \infty \) for some \( p \geq 2 \) and for every \( i \geq 1 \). Then there
exists $C = C(p)$ such that

$$E \max_{1 \leq k \leq n} \left| \sum_{i=1}^{k} X_i \right|^p \leq C \left\{ \sum_{i=1}^{n} E \left| X_i \right|^p + \left( \sum_{i=1}^{n} E X_i^2 \right)^{p/2} \right\}.$$  

**Theorem 2.3.** Let $\{X, X_i, i \geq 1\}$ be a sequence of i.i.d. random variables. Let $\{a_{ni}, 1 \leq i \leq n, n \geq 1\}$ be a triangular array of constants satisfying $A \alpha = \limsup_{n \to \infty} A_{\alpha,n} < \infty$, $A_{\alpha,n} = \sum_{i=1}^{n} |a_{ni}|^\alpha / n$ for some $1 < \alpha \leq 2$. Let $T_n = \sum_{i=1}^{n} a_{ni} X_i, n \geq 1$, $b_n = n^{\frac{1}{2}} (\log n)^{\frac{1}{2}}$. For $1 < \alpha \leq 2$, it is assumed that $EX = 0$. We also assume that for some $h, \gamma > 0$, $E \exp(h |X|^\gamma) < \infty$. Then for any $\varepsilon > 0$,

$$\sum_{n=1}^{\infty} n^{-1} P(\max_{1 \leq j \leq n} |T_j| > \varepsilon b_n) < \infty. \quad (2.4)$$

**Proof.** For any $i \geq 1$, define $X_i^{(n)} = X_i 1(|X_i| \leq b_n)$ and

$$T_i^{(n)} = \sum_{j=i}^{j} (a_{ni} X_i^{(n)} - E a_{ni} X_i^{(n)}).$$

Then for any $\varepsilon > 0$,

$$P(\max_{1 \leq j \leq n} |T_j| > \varepsilon b_n) \leq P(\max_{1 \leq j \leq n} |X_j| > b_n) + P(\max_{1 \leq j \leq n} |T_j^{(n)} + \sum_{i=1}^{j} E a_{ni} X_i^{(n)}| > \varepsilon b_n)$$

$$\leq P(\max_{1 \leq j \leq n} |X_j| > b_n) + P(\max_{1 \leq j \leq n} |T_j^{(n)}| > \varepsilon b_n - \max_{1 \leq j \leq n} \left| \sum_{i=1}^{j} E a_{ni} X_i^{(n)} \right|). \quad (2.5)$$

First we show that

$$b_n^{-1} \max_{1 \leq j \leq n} \left| \sum_{i=1}^{j} E a_{ni} X_i^{(n)} \right| \to 0 \text{ as } n \to \infty. \quad (2.6)$$

From the assumptions of the theorem we know that $A \alpha = \limsup_{n \to \infty} A_{\alpha,n} < \infty$ and $A_{\alpha,n} = \sum_{i=1}^{n} |a_{ni}|^\alpha / n$ for some $1 < \alpha \leq 2$. Then we have

$$\sum_{i=1}^{n} |a_{ni}|^\alpha = O(n).$$

From the fact that $\sum_{i=1}^{n} |a_{ni}|^\alpha = O(n)$ and Hölder’s inequality, it follows that for any $1 \leq k < \alpha$,

$$\sum_{i=1}^{n} |a_{ni}|^k \leq \left( \sum_{i=1}^{n} |a_{ni}|^{k \frac{\alpha}{\alpha-k}} \right)^{\frac{\alpha-k}{\alpha}} \left( \sum_{i=1}^{n} 1 \right)^{\frac{\alpha-k}{\alpha}} \leq C n. \quad (2.7)$$

When $1 < \alpha \leq 2$, we can use that $EX = 0$, inequality (2.7), Markov’s inequality,
and the fact that $E \exp(h|X|^\gamma) < \infty$ as $n \to \infty$, to prove the following:

$$
\begin{align*}
\sum_{i=1}^{n} |Ea_{ni}X_i^{(n)}| &\leq b_n^{-1} \sum_{i=1}^{n} |Ea_{ni}X_i|I(|X_i| > b_n) \\
&= b_n^{-1} \sum_{i=1}^{n} |a_{ni}|E|X|I(|X| > b_n) \\
&\leq Cb_n^{-1} nE|X|I(|X| > b_n) \\
&= Cb_n^{-1} n \sum_{k=n}^{\infty} E|X|I(b_k < |X| \leq b_{k+1}) \\
&\leq Cb_n^{-1} n \sum_{k=n}^{\infty} b_{k+1} P(|X| > b_k) \\
&\leq Cb_n^{-1} n \sum_{k=n}^{\infty} b_{k+1} E \exp(h|X|^\gamma) \\
&\leq Cb_n^{-1} n \sum_{k=n}^{\infty} (k+1)^{\frac{\gamma}{\alpha}} (\log(k+1))^{\frac{1}{\alpha}} k^{-k^{\gamma/\alpha}} \\
&\leq Cn^{-\frac{\alpha}{\gamma}} (\log n)^{-\frac{\alpha}{\gamma}} n^{-1} \\
&= Cn^{-\frac{\alpha}{\gamma}} (\log n)^{-\frac{\alpha}{\gamma}} \to 0.
\end{align*}
$$

From the fact that $\sum_{i=1}^{n} |a_{ni}|^\alpha = O(n)$ and Hölder’s inequality, it follows that for any $k \geq \alpha$,

$$
\sum_{i=1}^{n} |a_{ni}|^k = \sum_{i=1}^{n} |a_{ni}|^\alpha |a_{ni}|^{k-\alpha} \leq Cn n^{\frac{k-\alpha}{\alpha}} = Cn^{\frac{k}{\alpha}}.
$$

When $0 < \alpha < 1$, we can use inequality (2.9), Markov’s inequality, and the fact that $E \exp(h|X|^\gamma) < \infty$ as $n \to \infty$, to prove the following:

$$
\begin{align*}
\sum_{i=1}^{n} |Ea_{ni}X_i^{(n)}| &\leq b_n^{-1} \sum_{i=1}^{n} |Ea_{ni}X_i|I(|X_i| \leq b_n) \\
&= b_n^{-1} \sum_{i=1}^{n} |a_{ni}|E|X|I(|X| \leq b_n) \\
&\leq Cb_n^{-1} n^{\frac{1}{\gamma}} E|X|I(|X| \leq b_n) \\
&= Cb_n^{-1} n^{\frac{1}{\gamma}} \sum_{k=2}^{n} E|X|I(b_{k-1} < |X| \leq b_k) \\
&\leq Cb_n^{-1} n^{\frac{1}{\gamma}} \sum_{k=2}^{n} b_k P(|X| > b_{k-1}) \\
&\leq Cb_n^{-1} n^{\frac{1}{\gamma}} \sum_{k=2}^{n} b_k E \exp(h|X|^\gamma) \\
&\leq Cb_n^{-1} n^{\frac{1}{\gamma}} \sum_{k=2}^{n} k^{\frac{1}{\gamma}} (\log k)^{\frac{1}{\gamma}} (k-1)^{-h(k-1)^{\gamma/\alpha}} \\
&\leq Cn^{-\frac{1}{\gamma}} (\log n)^{-\frac{1}{\gamma}} n^{\frac{1}{\gamma}} \\
&= C(\log n)^{-\frac{1}{\gamma}} \to 0.
\end{align*}
$$
We see that (2.6) follows from (2.8) and (2.10).

We can continue by noticing that for \( n \) large enough, it follows from (2.5) and (2.6) that

\[
P( \max_{1 \leq j \leq n} |T_j| > \varepsilon b_n) \leq \sum_{j=1}^{n} P(|X_j| > b_n) + P( \max_{1 \leq j \leq n} |T_j^{(n)}| > \frac{\varepsilon}{2} b_n).
\]

Hence we need only to prove that

\[
I := \sum_{n=1}^{\infty} n^{-1} \sum_{j=1}^{n} P(|X_j| > b_n) < \infty,
\]

(2.11)

\[
II := \sum_{n=1}^{\infty} n^{-1} P( \max_{1 \leq j \leq n} |T_j^{(n)}| > \frac{\varepsilon}{2} b_n) < \infty.
\]

From the fact that \( E \exp(h|X|^\gamma) < \infty \), it easily follows that

\[
I = \sum_{n=1}^{\infty} n^{-1} n P(|X| > b_n)
= \sum_{n=1}^{\infty} P(|X| > b_n)
\leq \sum_{n=1}^{\infty} \frac{E \exp(h|X|^\gamma)}{\exp(h b_n)}
\leq C \sum_{n=1}^{\infty} \frac{1}{n^{h n^{\gamma/\alpha}}} < \infty.
\]

(2.12)

From Lemma 2.1, it follows that

\[
II \leq C \sum_{n=2}^{\infty} n^{-1} b_n^{-q} E \max_{1 \leq j \leq n} |T_j^{(n)}|^q
\leq C \sum_{n=2}^{\infty} n^{-1} b_n^{-q} \left( \sum_{j=1}^{n} E|a_{nj} X_j^{(n)}|^q + \sum_{j=1}^{n} E|a_{nj} X_j^{(n)}|^2 \right)^{q/2}
=: II_1 + II_2.
\]

(2.13)
Let \( \max(2, \alpha, \gamma + 1) \leq q \); using (2.9), we have

\[
\begin{align*}
I_1 &= C \sum_{n=2}^{\infty} n^{-1} b_n^{-q} \sum_{i=1}^{n} |a_{ni}|^q E|X|^q I(|X| \leq b_n) \\
&\leq C \sum_{n=2}^{\infty} n^{-1} b_n^{-q} n^{\frac{q}{\alpha}} E|X|^q I(|X| \leq b_n) \\
&= C \sum_{n=2}^{\infty} n^{-1} b_n^{-q} n^{\frac{q}{\alpha}} \sum_{k=2}^{n} E|X|^q I(b_{k-1} < |X| \leq b_k) \\
&\leq C \sum_{k=2}^{\infty} \sum_{n=k}^{\infty} n^{-1+\frac{q}{\alpha}} n^{-\gamma/q} (\log n)^{-q/\gamma} b_k^q P(|X| > b_{k-1}) \\
&\leq C \sum_{k=2}^{\infty} b_k^q E\frac{\exp(h|X|^\gamma)}{\exp(hb_{k-1}^\gamma)} \\
&\leq C \sum_{k=2}^{\infty} k^\frac{q}{\alpha} (\log k)^\frac{q}{2} (k-1)^{-h(k-1)^{\gamma/\alpha}} < \infty.
\end{align*}
\]

Using \( 0 < \alpha \leq 2 \), (2.9), and \( q \geq \max\{2, \gamma + 1\} \), we see that

\[
\begin{align*}
I_2 &= C \sum_{n=2}^{\infty} n^{-1} b_n^{-q} \left( \sum_{i=1}^{n} |a_{ni}|^2 \right)^{q/2} (E|X|^2 I(|X| \leq b_n))^{q/2} \\
&\leq C \sum_{n=2}^{\infty} n^{-1} b_n^{-q} \left( n^{\frac{q}{2}} \right)^{q/2} (E|X|^2 I(|X| \leq b_n))^{q/2} \\
&= C \sum_{n=2}^{\infty} n^{-1} (\log n)^{-q/2} \left( \sum_{k=2}^{n} E|X|^2 I(b_{k-1} < |X| \leq b_k) \right)^{q/2} \\
&\leq C \sum_{n=2}^{\infty} n^{-1} (\log n)^{-q/2} \left( \sum_{k=2}^{n} b_k^q P(|X| > b_{k-1}) \right)^{q/2} \\
&\leq C \sum_{n=2}^{\infty} n^{-1} (\log n)^{-q/2} \left( \sum_{k=2}^{n} b_k^q \frac{E\exp(h|X|^\gamma)}{\exp(hb_{k-1}^\gamma)} \right)^{q/2} \\
&\leq C \sum_{n=2}^{\infty} n^{-1} (\log n)^{-q/2} \left( \sum_{k=2}^{n} \frac{k^\frac{q}{2} (\log k)^\frac{q}{2}}{\exp(h(k-1)^{\gamma/\alpha} \log(k-1))} \right)^{q/2} \\
&= C \sum_{n=2}^{\infty} n^{-1} (\log n)^{-q/2} \left( \sum_{k=2}^{n} k^\frac{q}{2} (\log k)^\frac{q}{2} (k-1)^{-h(k-1)^{\gamma/\alpha}} \right)^{q/2} \\
&\leq C \sum_{n=2}^{\infty} n^{-1} (\log n)^{-q/2} \left( \sum_{k=2}^{n} k^{-2} \right)^{q/2} \\
&\leq C \sum_{n=2}^{\infty} n^{-1} (\log n)^{-q/2} < \infty.
\end{align*}
\]

Putting (2.14) and (2.15) into (2.13) yields \( I < \infty \). This completes the proof of Theorem 2.3. \( \square \)
Corollary 2.16. Under the assumptions of Theorem 2.3

\[ \lim_{n \to \infty} \frac{|T_n|}{b_n} = 0 \text{ a.s.} \]

Proof. By (2.4), we have

\[
\infty > \sum_{n=1}^{\infty} n^{-1} P\left( \max_{1 \leq j \leq n} |T_j| > \varepsilon b_n \right)
\]

\[
= \sum_{i=0}^{\infty} \sum_{n=2^i}^{2^{i+1}-1} n^{-1} P\left( \max_{1 \leq j \leq n} |T_j| > \varepsilon n^{\frac{1}{\alpha}} (\log n)^{\frac{1}{\gamma}} \right)
\]

\[
\geq \frac{1}{2} \sum_{i=1}^{\infty} P\left( \max_{1 \leq j \leq 2^i} |T_j| > \varepsilon 2^{\frac{i+1}{4^i}} (\log 2^{i+1})^{\frac{1}{\gamma}} \right).
\]

By the Borel-Cantelli lemma, we have

\[
P\left( \max_{1 \leq j \leq 2^i} |T_j| > \varepsilon 2^{\frac{i+1}{4^i}} (\log 2^{i+1})^{\frac{1}{\gamma}} \right) = 0.
\]

Hence

\[
\lim_{n \to \infty} \frac{\max_{1 \leq j \leq 2^i} |T_j|}{2^{\frac{i+1}{4^i}} (\log 2^{i+1})^{\frac{1}{\gamma}}} = 0 \text{ a.s.}
\]

Using

\[
\max_{2^{i-1} \leq n < 2^i} \frac{|T_n|}{b_n} \leq 2^{\frac{1}{\gamma}} \frac{\max_{1 \leq j \leq 2^i} |T_j|}{2^{\frac{i+1}{4^i}} (\log 2^{i+1})^{\frac{1}{\gamma}} (i+1)^{\frac{1}{\gamma}}}
\]

we have

\[
\lim_{n \to \infty} \frac{|T_n|}{b_n} = 0 \text{ a.s.}
\]

Remark 2.17. As a corollary of our Theorem 2.3, \( b_n \) in Theorems 1.1 and 1.2 can be taken as \( b_n = n^{\frac{1}{\alpha}} (\log n)^{\frac{1}{\gamma}} \) for \( 0 < \alpha \leq 2 \), thus improving and extending the result by Sung obtained in [9].
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