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Abstract. The derivative of a transcendental meromorphic function all of whose zeros are multiple assumes every nonzero complex value infinitely often.

In 1959, Hayman [3] proved the following seminal result, which has come to be known as Hayman’s Alternative.

Theorem A. Let \( f \) be a transcendental meromorphic function on the complex plane \( \mathbb{C} \). Then either

(i) \( f \) assumes each value \( a \in \mathbb{C} \) infinitely often, or

(ii) \( f^{(k)} \) assumes each value \( b \in \mathbb{C} \setminus \{0\} \) infinitely often for \( k = 1, 2, \ldots \).

Considering the function \( g(z) = [f(z) - a]/b \) shows that it suffices to take \( a = 0 \) and \( b = 1 \) in Theorem A.

Associated with Theorem A are the following companion results.

Theorem B. Let \( f \) be a meromorphic function on \( \mathbb{C} \). If \( f(z) \neq 0 \) and \( f^{(k)}(z) \neq 1 \) for some fixed positive integer \( k \) and all \( z \in \mathbb{C} \), then \( f \) is constant.

Theorem C. Let \( \mathcal{F} \) be a family of meromorphic functions on a plane domain \( D \). Suppose that for each \( f \in \mathcal{F} \), \( f(z) \neq 0 \) and \( f^{(k)}(z) \neq 1 \) for some fixed positive integer \( k \) and all \( z \in D \). Then \( \mathcal{F} \) is a normal family on \( D \).

Theorem B is an immediate consequence of Theorem A, which shows that no transcendental meromorphic function can satisfy \( f(z) \neq 0 \), \( f^{(k)}(z) \neq 1 \) for all \( z \in \mathbb{C} \). On the other hand, if \( f \) is a nonconstant rational function such that \( f(z) \neq 0 \) for \( z \in \mathbb{C} \), then \( f(\infty) = 0 \) for each \( k \geq 1 \), so \( f^{(k)} \) assumes every value with the possible exception of 0 in the finite plane. Theorem C, a celebrated result of Gu [4], is related to Theorem B via Bloch’s Principle [8, p. 222]; for a very simple proof along these lines, see [8, p. 225].

In recent years, it has become clear that, in many instances, the condition \( f \neq 0 \) can be replaced by the assumption that all zeros of \( f \) have sufficiently high multiplicity. This announcement concerns such an extension of Theorem A. We restrict our attention to the case \( k = 1 \).
1. What was known before

Before stating our result, let us indicate what has already been stated or proved. We have the following analogues of the results stated above.

**Theorem A'.** Let \( f \) be a transcendental meromorphic function on \( \mathbb{C} \), all of whose zeros have multiplicity at least 3. Then \( f' \) assumes each nonzero complex value infinitely often.

**Theorem B'.** Let \( f \) be a meromorphic function on \( \mathbb{C} \), all of whose zeros have multiplicity at least 3. If \( f'(z) \neq 1 \) for all \( z \in \mathbb{C} \), then \( f \) is constant.

**Theorem C'** (Wang and Fang [6]). Let \( F \) be a family of meromorphic functions on a plane domain \( D \), all of whose zeros have multiplicity at least 3. If, for each \( f \in F \), \( f'(z) \neq 1 \) for all \( z \in D \), then \( F \) is normal on \( D \).

Theorem A' is stated as Theorem 3 (with \( k = 1 \)) in [6]. Although the proof indicated there is inadequate, it is not difficult to base a proof on other results stated and proved in that paper. It follows from Theorem A' that a function satisfying the hypotheses of Theorem B' must be rational, and then Lemma 10 of [6] shows that it must be constant. Theorem C' is Theorem 7 of [6] (with \( n = 3 \) and \( k = 1 \)).

Theorems B' and C' are best possible in the sense that neither is true if 3 is replaced by 2. Indeed, we have the following examples.

**Example 1.** Fix \( a, b \in \mathbb{C} \), \( a \neq b \). The function
\[
f(z) = \frac{(z-a)^2}{z-b} = z + (b - 2a) + \frac{(a - b)^2}{z-b}
\]
vanishes only at \( z = a \), where it has a double zero. Clearly, \( f'(z) \neq 1 \) for all \( z \in \mathbb{C} \). Thus Theorem B' fails when 3 is replaced by 2.

**Example 2.** Let \( \Delta = \{ z : |z| < 1 \} \) and \( F = \{ f_\alpha \} \), where
\[
f_\alpha(z) = \frac{(z-\alpha)^2}{z-2\alpha} = z + \frac{\alpha^2}{z-2\alpha}, \quad \alpha \in \mathbb{C} \setminus \{0\}.
\]
Then all zeros of \( f_\alpha \) are multiple and \( f'_\alpha(z) \neq 1 \) for \( z \in \Delta \). However, \( f_\alpha \) takes on the values 0 and \( \infty \) in any fixed neighborhood of 0 if \( \alpha \) is sufficiently small, so \( F \) fails to be normal at 0. Thus Theorem C' does not hold with 3 replaced by 2.

On the other hand, the analogue of Theorem A' with 3 replaced by 2 does hold for functions of finite order (cf. Lemma 6 of [6]).

**Theorem A''**. Let \( f \) be a transcendental meromorphic function of finite order on \( \mathbb{C} \), all of whose zeros are multiple. Then \( f' \) assumes each nonzero complex value infinitely often.

This is an instant corollary of Theorem A and the following important result.

**Theorem D** (Bergweiler and Eremenko [1]). Let \( f \) be a transcendental meromorphic function of finite order on \( \mathbb{C} \) with an infinite number of multiple zeros. Then \( f' \) assumes each nonzero complex value infinitely often.

Indeed, if in Theorem A'', \( f \) vanishes only finitely often, then \( f' \) must take on every nonzero value infinitely often by Theorem A; otherwise, Theorem D implies the same conclusion.

Theorem D is not true in general for functions of infinite order.
Example 3 (Bergweiler and Eremenko [1]). Let

\[ f(z) = z + a \int_0^z \exp(be^\zeta - \zeta) d\zeta, \]

where 1 + ab = 0 and 1 + ae^b = 0. (To find such a and b, pick b so that e^b = b and set a = -1/b.) Clearly, f(0) = 0. Moreover, substituting w = e^\zeta and using residues to evaluate the integral shows that f(z + 2\pi i) - f(z) = 2\pi i(1 + ab) = 0, so that f has period 2\pi i. Since f'(z) = 1 + a \exp(be^z - z), f'(0) = 1 + ae^b = 0; hence, by periodicity, f has multiple zeros at the points 2\pi ik, k \in \mathbb{Z}. But clearly, f'(z) \neq 1.

2. The main result

Although Theorem D fails for functions of arbitrary (i.e., infinite) order, we do have the following extension of Theorems A' and A''.

Theorem 1. The derivative of a transcendental meromorphic function on \( \mathbb{C} \) all of whose zeros are multiple assumes every nonzero complex value infinitely often.

As a simple consequence, we obtain the following result, first proved in [1], [2], and [7]; cf. [8, p. 226].

Theorem E. If f is a transcendental meromorphic function on \( \mathbb{C} \), then \( f'f^n \) takes on every nonzero complex value infinitely often for each \( n \geq 1 \).

Indeed, \( f^{n+1} \) has only multiple zeros and \((f^{n+1})' = (n+1)f'f^n\).

3. How not to prove Theorem 1

An outline of the proof of Theorem A' (assuming other results stated above) will illustrate the difficulty involved in proving Theorem 1. Suppose then, that Ef is a transcendental meromorphic function on \( \mathbb{C} \) all of whose zeros have multiplicity at least 3, and that f' assumes some nonzero value, say 1, at most finitely often. Then, by Theorem A'', f has infinite order. It follows (cf. [8 p. 217]) that the spherical derivative

\[ f^\#(z) = \frac{|f'(z)|}{1 + |f(z)|^2} \]

is unbounded. Choose \( z_n \) such that \( f^\#(z_n) \to \infty \); then \( z_n \to \infty \). Set \( f_n(z) = f(z + z_n) \). Clearly, all zeros of these functions on the unit disc \( \Delta \) have multiplicity at least 3. Moreover, since f' assumes the value 1 only finitely often on \( \mathbb{C} \) and \( z_n \to \infty \), remembering if necessary, we may assume that \( f_n'(z) \neq 1 \) for all n and all \( z \in \Delta \). Then, by Theorem C', the family \( \mathcal{F} = \{f_n\} \) is normal on \( \Delta \). On the other hand, \( f_n^\#(0) = f^\#(z_n) \to \infty \), so by Marty’s theorem (cf. [8 p. 216]), \( \mathcal{F} \) is not normal on \( \Delta \). This contradiction proves Theorem A'. (A more complicated argument can be used to derive a contradiction from Theorem B'.)

However, as we have seen, both Theorems B' and C' are actually false if one merely assumes that the functions involved have only multiple zeros (i.e., zeros of multiplicity at least 2). Thus the path of reasoning sketched above is barred for Theorem 1.
4. A SUBSTITUTE FOR THEOREM C'

Although Theorem C' fails for families of meromorphic functions all of whose zeros are multiple (but not necessarily of multiplicity greater than 2), we do have a substitute result. Recall that a family $\mathcal{F}$ of functions meromorphic on $D$ is said to be quasinormal on $D$ if from each sequence $\{f_n\} \subset \mathcal{F}$ one can extract a subsequence $\{f_{n_k}\}$ which converges (with respect to the spherical metric) locally uniformly on $D \setminus E$, where the set $E$ (which may depend on $\{f_{n_k}\}$) has no accumulation point on $D$. If $E$ can always be chosen to have no more than $m$ points, $\mathcal{F}$ is said to be quasinormal of order $m$ on $D$; cf. [5].

**Theorem 2.** Let $\mathcal{F}$ be a family of meromorphic functions on a plane domain $D$, all of whose zeros are multiple. If for each $f \in \mathcal{F}$, $f'(z) \neq 1$ for all $z \in D$, then $\mathcal{F}$ is quasinormal of order 1 on $D$.

Theorem 2 extends the main result of [5], where it is assumed that the family $\mathcal{F}$ is quasinormal on $D$.

5. SOME AUXILIARY RESULTS

We require some notation. As before, $\Delta$ denotes the unit disc. More generally, $\Delta(a, r)$ is the open disc of radius $r$ and center $a$, and $\Delta'(a, r)$ is the same disc minus its center.

**Lemma 1.** Let $\{f_n\}$ be a sequence of functions meromorphic on a plane domain $D$, all of whose zeros are multiple and such that $f'_n(z) \neq 1$ for all $n$ and all $z \in \Delta$. Suppose that no subsequence of $\{f_n\}$ is normal at the point $a \in D$. Then there exists $\delta_0 > 0$ such that for any $0 < \delta \leq \delta_0$, $f_n$ has only a single (multiple) zero on $\Delta(a, \delta)$ for all sufficiently large $n$.

The proof of Lemma 1 uses Theorem 2 above and Lemmas 3 and 4 of [5].

**Lemma 2.** Let $\{f_n\}$ be a sequence of functions meromorphic on $\Delta$, all of whose zeros are multiple, such that $f'_n(z) \neq 1$ for all $n$ and all $z \in \Delta$. Suppose that

(a) $\{f_n\}$ is normal on $\Delta'(0, 1)$, but no subsequence of $\{f_n\}$ is normal at 0; and
(b) there exists $\delta > 0$ such that $f_n$ has a single (multiple) zero on $\Delta(0, \delta)$ for all large $n$.

Then there exists a subsequence $\{f_{n_k}\}$ of $\{f_n\}$ such that for any $s \in \mathbb{C}$, $f_{n_k} - s$ has at most two zeros (counting multiplicity) on $\Delta(0, 1/2)$.

This is Lemma 7 of [5].

Recall that the order of a meromorphic function $f$ on $\mathbb{C}$ is defined by

\[ \rho = \limsup_{r \to \infty} \frac{\log T_0(r)}{\log r}; \]

where $T_0(r)$ is the Ahlfors-Shimizu characteristic of $f$ defined by

\[ T_0(r) = \int_0^r S(t) \frac{dt}{t}, \]

where

\[ S(t) = \frac{1}{\pi} \iint_{|z| \leq t} |f^\#(z)|^2 \, dxdy. \]
For $0 < a < b$, set $S(a, b) = S(b) - S(a)$. If we wish to emphasize the function under consideration, we write $S(a, f)$ and $S(a, b; f)$. Similarly,

$$S(D, f) = \frac{1}{\pi} \int_D |f^\#(z)|^2 dx dy$$

for any plane domain $D$.

We have the following simple result.

**Lemma 3.** If the order of the meromorphic function $f$ is nonzero, then there exist $r_n \to \infty$ such that $S(r_n/2, r_n; f) \to \infty$.

**Proof.** Otherwise, we have $S(r, f) \leq M \log r$ for some $M > 0$ and all $r \geq 2$. Indeed, suppose that there exists $C > 0$ such that $S(\rho/2, \rho; f) \leq C$ for all $\rho > 0$. Let $r \geq 2$. Take $n = \lfloor \log_2 r \rfloor$, so that $2^n \leq r < 2^{n+1}$. Then since

$$S(2^j, f) \leq S(2^{j-1}, f) + C, \quad j = 1, 2, \ldots,$$

we have

$$S(r, f) \leq S(2^{n+1}, f) \leq S(2^n, f) + C \leq \cdots \leq S(2, f) + nC \leq M \log r,$$

where $M = (S(2, f) + C)/\log 2$. But then

$$T_0(r) = \int_0^r \frac{S(t)}{t} dt \leq C_f + \int_2^r \frac{M \log t}{t} dt < C_f + \frac{1}{2} M (\log t)^2,$$

where $C_f = \int_2^\infty \frac{S(t)}{t} dt$ depends only on $f$; and so, by (1) and (2),

$$\rho = \limsup_{r \to \infty} \frac{\log T_0(r)}{\log r} = 0,$$

which contradicts the assumption $\rho > 0$. \hfill \Box

6. **Proof of Theorem 1**

We now show how Theorem 1 can be derived from Theorem 2. Full proofs and generalizations will appear elsewhere.

Suppose, then, that $f$ is a transcendental meromorphic function of order $\rho$ on $\mathbb{C}$, all of whose zeros are multiple, and that $f'(z) = 1$ at most finitely often. Theorem A'' shows that one cannot have $\rho < \infty$. We show that $\rho = \infty$ cannot hold either; in fact, we derive a contradiction from the assumption $\rho > 0$.

Let $F(z) = f(z)/z$. Then $F$ also has order $\rho$, so by Lemma 3, there exists $r_n \to \infty$ such that

$$S(r_n/2, r_n; F) \to \infty.$$ 

Set

$$f_n(z) = f(r_n z)/r_n$$

and

$$F_n(z) = f_n(z)/z = F(r_n z).$$

For $0 < a < b$, set $S(a, b) = S(b) - S(a)$. If we wish to emphasize the function under consideration, we write $S(a, f)$ and $S(a, b; f)$. Similarly,
Then for $1/2 \leq |z| \leq 1$,

$$F_n^\#(z) = \frac{|zf_n'(z) - f_n(z)|}{|z|^2 + |f_n(z)|^2}$$

$$\leq \frac{|zf_n'(z)|}{|z|^2 + |f_n(z)|^2} + \frac{|f_n(z)|}{|z|^2 + |f_n(z)|^2}$$

$$\leq 4f_n^\#(z) + 1.$$ (6)

We claim that $\{f_n\}$ is not normal on $D = \{z : 1/3 < |z| < 3\}$. For otherwise, by Marty’s theorem, there exists $M' > 0$ such that $f_n^\#(z) \leq M'$ for $z \in K = \{z : 1/2 \leq |z| \leq 1\}$ and all $n$. By (6),

$$F_n^\#(z) \leq 4M' + 1 = M$$

for all $z \in K$. Since by (5),

$$F_n^\#(z) = r_nF_r^\#(r_nz),$$

the change of variable formula for multiple integrals together with (7) gives

$$S(r_n/2, r_n, F) = S(1/2, 1, F_n)$$

$$= \frac{1}{\pi} \int_K |F_n^\#(z)|^2 dxdy < M^2,$$

which contradicts (3).

So let $a \in D$ be a point at which $\{f_n\}$ fails to be normal; clearly, we may choose $a \in K$. Taking a subsequence and renumbering, we may assume further that no subsequence of $\{f_n\}$ is normal at $a$. Now $f_n'(z) = f'(r_nz)$ by (4), and $r_nz \to \infty$ uniformly on $D$. Thus $f_n'(z) \neq 1$ for $z \in D$ and $n$ sufficiently large; so, dropping a finite number of terms and renumbering again, we may assume that $f_n'(z) \neq 1$ on $D$ for all $n$. Since all zeros of $f_n$ are clearly multiple, it follows from Theorem 2 that $\{f_n\}$ is quasinormal of order 1 on $D$ and hence normal on $D \setminus \{a\}$.

By Lemma 1, there exists $0 < \delta < 1/12$ such that $f_n$ has only a single (multiple) zero on $\Delta(a, \delta)$ for sufficiently large $n$. Applying Lemma 2 (with $\Delta(a, 1/6) \subset D$ in place of $\Delta$), we obtain a subsequence, which we again denote $\{f_n\}$, such that for any $s \in \mathbb{C}$, $f_n(z) = s$ has at most two solutions (counting multiplicity) in $\Delta(a, \delta)$. Since $S(D, g)$ is the normalized spherical area of the image of $D$ under $g$ (counting multiplicities),

$$S(\Delta(a, \delta), f_n) \leq 2$$

for all $n$. On the other hand, since $\{f_n\}$ is normal on $D \setminus \{a\}$, the functions $f_n^\#$ are uniformly bounded on $K \setminus \Delta(a, \delta)$, so that

$$S(K \setminus \Delta(a, \delta), f_n) \leq C$$

for some $C > 0$ and all $n$. It follows from (8) and (9) that for all $n$,

$$\frac{1}{\pi} \int_K |f_n^\#(z)|^2 dxdy \leq S(K \setminus \Delta(a, \delta), f_n) + S(\Delta(a, \delta), f_n)$$

$$\leq C + 2.$$ (10)
As before, we have by (5) and (6),

$$S(r_n/2, r_n; F) = S(1/2, 1, F_n) = \frac{1}{\pi} \int_{K} [F_n^\#(z)]^2 \, dx \, dy$$

(11)

$$\leq \frac{1}{\pi} \int_{K} [4f_n^\#(z) + 1]^2 \, dx \, dy$$

for all $n$. Expanding the integrand on the right-hand side of (11), applying the Cauchy-Schwarz inequality, and invoking (10), we obtain a contradiction to (3). This completes the proof of Theorem 1. □
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