1. Introduction

There are many properties of mathematical objects that satisfy what is sometimes called a 0-1 law, in the following sense. Under some natural probability measure on the set of objects, the measure of the subset of objects having the given property is either 0 or 1. In the latter case we can say that almost all the objects have the property. Familiar examples of this phenomenon are the following: almost all real numbers are transcendental (or normal to every base), almost all integers are composite, almost all continuous real functions are non-differentiable, etc. It is often the case that the objects under consideration can be partitioned into a countable number of finite classes $C_n$, with the probability assigned to an object in $C_n$ being just $1/|C_n|$. In this case, we say that a property $P_n$ satisfies a 0-1 law if the fraction of the number of objects in $C_n$ that satisfy $P_n$ either tends to 0 or tends to 1 as $n \to \infty$. For example, almost all graphs on $n$ vertices have maximum cliques and maximum independent sets of size at most $2\log n$, almost all Boolean functions with $n$ variables have circuit complexity $(1 + o(1))2^n$ and almost all binary codes of length $n$ with at most $2^nR$ codewords (with $R$ less than the binary symmetric channel capacity $C$) have arbitrarily small error probability (a special case of Shannon's coding theorem; see [S48]). One of the first general results of this type was the theorem of Fagin [F76] and Glebskii et al. [GKLT69], which asserts that every property of graphs that can be expressed in first-order logic satisfies a 0-1 law (see [SS88] for recent striking developments in this topic).

One obvious method for finding explicit objects having some property $P_n$ shared by almost all objects in $C_n$ is simply to select one at random. With overwhelming probability (tending to 1 as $n \to \infty$), the selected object will have property $P_n$. Unfortunately, it may be (and often is) extremely difficult to prove that any particular object does indeed satisfy $P_n$.

It is our purpose in this paper to describe a method that can to a certain extent circumvent this difficulty. We will show that, for a variety of families, it is possible to identify a natural hierarchy of equivalence classes of properties, all of which are shared by almost all objects in the family. Any object satisfying
some property in one of the equivalence classes must of necessity satisfy all of
the properties in that class, even though various properties in a class may appear
(at first) to be unrelated to each other. Furthermore it is typically easy to verify
at least one of the properties in a class (depending upon how the particular
object is given), thereby establishing that all the properties in the class hold.

Our main focus in this paper will be on combinatorial objects known as
hypergraphs, which are the natural generalizations of graphs (cf. [Be89]). Ex-
tensions of these ideas to other structures will be discussed at the end of the
paper.

2. Roots

Our investigations have their genesis in a number of threads that began to
emerge some 20 years or so ago. These are found in the work of Wilson
[Wi72, Wi74] on the theory of block designs, Erdős-Sós [ES82] on Ramsey-
Turán problems for graphs and hypergraphs, Rödl [R86] and Graham-Spencer
[GS71] (both on certain universality properties of graphs), and more recently
Thomason [T87(a), T87(b), T89], Haviland [H89], and Haviland-Thomason
[HT89, HT(a)]. Some of the results in this paper have been discussed in a
much weaker (nonquantitative) form in several earlier papers of the authors
([CGW89] with R. M. Wilson, [CG90(a), CG(c)]. Here we are able to give the
stronger quantitative versions for all of these (and many others as well) and set-
tle a number of the basic questions previously left unanswered. This uniform
strengthening has been possible because of the much greater coherence with
which the whole subject can now be viewed. In the final section, we speculate
on future developments.

3. Notation

In this section we introduce a number of definitions that will be used through-
out the paper. More specialized definitions will be given later as needed (cf.
[Be89]).

For a (finite) set \( V \), and a positive integer \( k \), define:

\[
\binom{V}{k} := \{X \subseteq V \mid |X| = k\}, \quad \text{the family of all } k\text{-element subsets of } V,
\]

\[V^k := \{(v_1, \ldots, v_k) \mid v_j \in V\}, \quad \text{the } k\text{-fold Cartesian product of } V \text{ with itself.}
\]

As usual, \(|X|\) denotes the cardinality of the set \( X \).

**Definition 3.1.** A \( k\)-uniform hypergraph \( H = (V, \mu_H) \) consists of a set of \( V \)
of vertices of \( H \), together with a function \( \mu_H : \binom{V}{k} \rightarrow \{1, -1\} \), called the
(multiplicative) edge function of \( H \). The set \( E(H) := \mu_H^{-1}(-1) \) is called the
edge set of \( H \), and any \( X \in E(H) \) is called an edge of \( H \). Its cardinality is
denoted by \( e(H) \).

Usually, we just call \( H \) a \( k\)-graph. We ordinarily assume \( \mu_H \) is 1 if two
or more of its arguments are equal. Occasionally we will use the additive edge
function \( \chi_H \) of \( H \) to represent edges of \( H \), which is defined by

\[
\chi_H(X) = \begin{cases} 
1 & \text{if } X \in E(H), \\
0 & \text{otherwise}.
\end{cases}
\]

We remark that “ordinary graphs” (e.g., see [Bo79] or [BM76]) correspond to the case \( k = 2 \).

The complement \( \overline{H} = (V, \mu_{\overline{H}}) \) of a \( k \)-graph \( H = (V, \mu_H) \) is defined by setting \( \mu_{\overline{H}} = -\mu_H \). Thus, every \( X \in \binom{V}{k} \) is an edge of exactly one of \( H \) and \( \overline{H} \).

A \( k \)-graph \( G = (W, \mu_G) \) is called a subgraph of \( H = (V, \mu_H) \) if there exists an injective mapping \( \lambda: W \to V \) such that \( \mu_G(X) = -1 \Rightarrow \mu_H(\lambda(X)) = -1 \).

In terms of the restriction \( \mu_H|_{\lambda(W)} \) of \( \mu_H \) to \( \lambda(W) \), the previous condition is just \( \mu_G \leq \mu_H|_{\lambda(W)} \). Similarly, \( G = (W, \mu_G) \) is called an induced subgraph of \( H = (V, \mu_H) \) if \( \mu_G = \mu_H|_{\lambda(W)} \). We denote the number of occurrences of \( G \) as a subgraph, and induced subgraph, of \( H \) by \( \#\{ G \subset H \} \) and \( \#\{ G < H \} \), respectively.

Given \( X \subset V \), define the restriction \( H[X] \) of \( H \) to \( X \) to be the \( k \)-graph \( (X, \mu_{H[X]}) \) given by setting \( \mu_{H[X]} = \mu_H|_X \). For \( v \in V \), define the \( v \)-projection \( H(v) \) of \( H \) to be the \((k - 1)\)-graph \((V, \mu_{H(v)})\) given by taking

\[
\mu_{H(v)}(Y) = \mu_H(Y \cup \{v\}) \quad \text{for } Y \in \binom{V \setminus \{v\}}{k-1}.
\]

For two \( k \)-graphs \( H = (V, \mu_H) \), \( H' = (V, \mu_{H'}) \) define the symmetric difference \( H \triangle H' = (V, \mu_{H \triangle H'}) \) of \( G \) and \( H \) by setting \( \mu_{H \triangle H'} = \mu_H \mu_{H'} \). More generally, the symmetric difference \( \bigtriangleup^{m}_{i=1} H_i \) of the \( k \)-graphs \( H_i = (V, \mu_{H_i}) \) is defined to be the \( k \)-graph \((V, \mu_{\bigtriangleup^{m}_{i=1} H_i})\) with \( \mu_{\bigtriangleup^{m}_{i=1} H_i} = \prod_{i=1}^{m} \mu_{H_i} \). For \( u, v \in V \), define the sameness \((k - 1)\)-graph \( H_{u,v} \) to be \( H(u) \triangle H(v) \). Thus, \( X \) is an edge of \( H_{u,v} \) if and only if either both \( X \cup \{u\} \) and \( X \cup \{v\} \), or neither \( X \cup \{u\} \) nor \( X \cup \{v\} \), are edges of \( H \).

The product \( H \square H' \) of two \( k \)-graphs \( H = (V, \mu_H) \) and \( H' = (V', \mu_{H'}) \) is defined to be the \( k \)-graph \((V \times V', \mu_{H \square H'})\) where \( \mu_{H \square H'}(X, X') := \mu_H(X) \mu_{H'}(X') \) for \( X \in \binom{V}{k} \), \( X' \in \binom{V'}{k} \). In general, the product \( \bigboxdot^{m}_{i=1} H_i \) of the \( k \)-graphs \( H_i = (V_i, \mu_{H_i}) \) is just the \( k \)-graph \((\prod_{i=1}^{m} V_i, \mu_{\bigboxdot^{m}_{i=1} H_i})\) with

\[
\mu_{\bigboxdot^{m}_{i=1} H_i}(X_1, \ldots, X_m) = \prod_{i=1}^{m} \mu_{H_i}(X_i).
\]

Note that \( X \subset V \) is an edge of \( \bigtriangleup^{m}_{i=1} H_i \) if and only if it is an edge of an odd number of \( H_i \). Similarly, \( (X_1, X_2, \ldots, X_m) \in \prod_{i=1}^{m} V_i \) is an edge of \( \bigboxdot^{m}_{i=1} H_i \) if and only if an odd number of \( X_i \)'s are edges of their respective \( H_i \)'s.

For a function \( \mu: \binom{V}{k} \to \{1, -1\} \), denote by \( \mu \) the extension \( \bar{\mu}: V^k \to \{1, -1\} \) defined by

\[
\bar{\mu}(v_1, \ldots, v_k) = \begin{cases} 
\mu(\{v_1, \ldots, v_k\}) & \text{if } v_1, \ldots, v_k \text{ are distinct elements of } V, \\
1 & \text{otherwise}.
\end{cases}
\]
Finally, we come to the most important definition of the section. Let $H = (V, \mu_H)$ be a $k$-graph and assume $|V| = n$.

**Definition.** The *deviation* of a $k$-graph $H$, denoted by $\text{dev} H$, is defined by

$$
\text{dev} H := \frac{1}{n^{2k}} \sum_{v_i(0), v_i(1) \in V} \prod_{1 \leq i \leq k} \mu_H(v_1(e_1), \ldots, v_k(e_k)).
$$

Using the abbreviations $\vartheta = (v_1(0), v_1(1), \ldots, v_k(0), v_k(1)) \in V^{2k}$, and $\varepsilon = (e_1, \ldots, e_k) \in \{0, 1\}^k$, we can shorten the notation for the deviation of $H$ by writing

$$
\text{dev} H = \frac{1}{n^{2k}} \sum_{\vartheta} \prod_{\varepsilon} \mu_H(\vartheta(\varepsilon)).
$$

It will be useful to consider a more general form of deviation, defined as follows.

**Definition 4.2.** For $0 \leq l \leq k$, define the *$l$-deviation* of the $k$-graph $H = (V, \mu_H)$ (having $n$ vertices), denoted by $\text{dev}_l H$, to be

$$
\text{dev}_l H := \frac{1}{n^{k+l}} \sum_{v_i(0), v_i(1) \in V} \sum_{w_i \in V} \prod_{1 \leq i \leq l} \mu_H(v_1(e_1), \ldots, v_l(e_l), w_{l+1}, \ldots, w_k).
$$

As before, this can be abbreviated by

$$
\text{dev}_l H := \frac{1}{n^{k+l}} \sum_{\vartheta} \sum_{\varepsilon} \mu_H(\vartheta(\varepsilon), w).
$$

Note that for a $k$-graph $H$, $\text{dev}_k H$ is just $\text{dev} H$.

For the simplest interesting case, namely $k = 2$, the deviation of a 2-graph $H$ has the following interpretation. For four (not necessarily distinct) vertices $a, b, c, d$ of $H$, we say that the sequence $(a, b, c, d)$ is an *even 4-cycle* if an even number of pairs $(a, b), (b, c), (c, d), (d, a)$ are edges of $H$. Otherwise, we say that $(a, b, c, d)$ is an *odd 4-cycle*. Let $\#(E4C \subset H)$ and $\#(O4C \subset H)$ denote the numbers of even and odd 4-cycles in $H$, respectively. Then

$$
\text{dev} H = \frac{1}{n^4} \{\#(E4C \subset H) - \#(O4C \subset H)\}.
$$

Similarly, for the general case, the deviation of a $k$-graph $H$ can be interpreted as the average difference between the numbers of even and odd "octahedra" in $H$, where an octahedron is a certain $2k$-vertex $k$-graph having $2^k$ edges (see [CG90] for details).

A standard model (e.g., see [Bo85]) for discussing random $k$-graphs on a set $V$ assigns $\mu(X) = 1$ or $-1$, each with probability $1/2$ independently for each $X \in \binom{V}{k}$. This process actually induces a probability distribution on the set of
all possible $k$-graphs of $V$. We say that almost all $k$-graphs have some specified property $P$ if the probability that a $k$-graph generated by this process tends to 1 as $|V| = n \to \infty$. We will usually denote a typical $k$-graph so generated by $H_{1/2}^{(k)}(n)$, or $H_{1/2}(n)$ if $k$ is understood.

The main thrust of many of the results in this paper is that many of the properties shared by almost all random $k$-graphs are in fact implied by (and imply) the condition that the deviation of a $k$-graph is small. Specifically, the smaller $\text{dev} \, H$ is, the more $H$ behaves like a random $k$-graph (e.g., see Theorems 6.1, 8.1, and 9.1). In this sense, $\text{dev} \, H$ is a fundamental invariant of $H$ as far as characterizing its random aspects. For this reason, $k$-graph properties equivalent to the vanishing of $\text{dev} \, H$ are called quasi-random (cf. [CGW89, CG90(a)]).

4. Basic properties of deviation

In this section we summarize some of the fundamental properties of deviation. Unless specified otherwise, $H = (V, \mu_H)$ will denote a $k$-graph with $|V| = n$.

**Fact 4.0.** $\text{dev} \, H = \text{dev} \, H^c$.

*Proof.* Immediate from definition of deviation.

**Fact 4.1.**

\[
0 \leq \text{dev} \, H \leq 1.
\]

*Proof.* The upper bound is an immediate consequence of the definition. For the lower bound we have by (3.1)

\[
\text{dev} \, H = \frac{1}{n^{2k}} \sum_{v_i(0), v_i(1) \in V} \prod_{1 \leq i \leq k} \bar{\mu}_H(v_i(e_1), \ldots, v_k(e_k))
\]

\[
= \frac{1}{n^{2k}} \sum_{v_i(0), v_i(1) \in V} \left( \sum_{w \in V} \prod_{1 \leq i \leq k-1} \bar{\mu}_H(v_i(e_1), \ldots, v_{k-1}(e_{k-1}), w) \right)^2
\]

\[
\geq 0. \quad \Box
\]

By keeping track of those terms in $\text{dev} \, H$ that have a repeated coordinate (causing $\bar{\mu}_H$ to take the value 1), we can obtain the following somewhat stronger lower bound for $\text{dev} \, H$.

**Fact 4.2.**

\[
\text{dev} \, H \geq 1 - (1 - 1/n)^{k-1}.
\]

In particular, this implies that

\[
\text{dev} \, H \geq 1/n \quad \text{for } k \geq 2,
\]

a fact that will be used to help simplify the forms of various inequalities.
Fact 4.3.

\[(4.4) \quad \text{dev}_H = \frac{1}{n^2} \sum_{v, v' \in V} \text{dev}(H(v) \nabla H(v')).\]

**Proof.**

\[
\text{dev}(H(v) \nabla H(v')) = \frac{1}{n^{2k-2}} \sum_{v_i(0), v_i(1) \in V} \prod_{1 \leq i \leq k-1, 1 \leq j \leq k-1} \beta_{H(v) \nabla H(v')}(v_1(e_1), \ldots, v_{k-1}(e_{k-1}))
\]

\[
= \frac{1}{n^{2k-2}} \sum_{v_i(0), v_i(1) \in V} \prod_{1 \leq i \leq k-1, 1 \leq j \leq k-1} \beta_H(v_1(e_1), \ldots, v_{k-1}(e_{k-1}), v)
\]

\[\times \beta_H(v_1(e_1), \ldots, v_{k-1}(e_{k-1}), v').\]

Thus,

\[
\frac{1}{n^2} \sum_{v, v' \in V} \text{dev}(H(v) \nabla H(v'))
\]

\[= \frac{1}{n^{2k}} \sum_{v, v'} \sum_{v_i(0), v_i(1) \in V} \prod_{1 \leq i \leq k-1, 1 \leq j \leq k-1} \beta_H(v_1(e_1), \ldots, v) \beta_H(v_1(e_1), \ldots, v')
\]

\[= \frac{1}{n^{2k}} \sum_{v_i(0), v_i(1) \in V} \prod_{1 \leq i \leq k} \beta_H(v_1(e_1), \ldots, v_k(e_k)) = \text{dev}_H. \quad \Box
\]

Essentially the same proof yields the more general result:

**Fact 4.4.** For \(0 \leq l \leq k\),

\[(4.5) \quad \text{dev}_l H = \frac{1}{n^2} \sum_{v, v' \in V} \text{dev}_{l-1}(H(v) \nabla H(v')).\]

**Fact 4.5.** For \(k\)-graphs \(H = (V, \mu_H), H' = (V', \mu_{H'})\),

\[(4.6) \quad \text{dev} H \square H' = \text{dev} H \text{ dev } H'.\]

**Proof.**

\[
\text{dev} H \square H' = \frac{1}{(|V| \cdot |V'|)^{2k}} \sum_{v_i(0), v_i(1) \in V} \prod_{1 \leq i \leq k} \beta_{H \square H'}((v_1(e_1), v_1'(e_1')), \ldots, (v_k(e_k), v_k'(e_k')))
\]

\[= \frac{1}{|V|^{2k} |V'|^{2k}} \sum_{v_i(0), v_i(1) \in V} \prod_{1 \leq i \leq k} \beta_H(v_1(e_1), \ldots, v_k(e_k)) \beta_{H'}(v_1'(e_1'), \ldots, v_k'(e_k'))
\]

\[= \text{dev} H \text{ dev } H'. \quad \Box
\]

The same proof shows the following more general result.
Fact 4.6. For \( 0 \leq l \leq k \),

\[
(4.7) \quad \text{dev}_l H \square H' = \text{dev}_l H \text{dev}_l H'.
\]

Of course, Fact 4.6 generalizes to any number of factors:

\[
(4.8) \quad \text{dev}_l \bigsqcup_{1 \leq i \leq m} H_i = \prod_{1 \leq i \leq m} \text{dev}_l H_i.
\]

Fact 4.7. For \( X \subset V \),

\[
(4.9) \quad \text{dev} H[X] \leq \left( \frac{|V|}{|X|} \right)^{2k} \text{dev} H.
\]

Proof.

\[
\text{dev} H = \frac{1}{n^{2k}} \sum_{v_j(0), v_j(1) \in V, j \in \{0, 1\}} \prod_{1 \leq j \leq k} \mu_H(v_1(e_1), \ldots, v_k(e_k))
\]

\[
= \frac{1}{n^{2k}} \sum_{v_j(0), v_j(1) \in V} \left( \sum_{v \in V} \prod_{1 \leq j \leq k-1} \mu_H(v_1(e_1), \ldots, v_{k-1}(e_{k-1}), v) \right)^2
\]

\[
\geq \frac{1}{n^{2k}} \sum_{v_j(0), v_j(1) \in X} \left( \sum_{v \in X} \prod_{1 \leq j \leq k-1} \mu_H(v_1(e_1), \ldots, v_{k-1}(e_{k-1}), v) \right)^2
\]

\[
= \frac{1}{n^{2k}} \sum_{v_j(0), v_j(1) \in X, j \in \{0, 1\}} \prod_{1 \leq j \leq k} \mu_H(v_1(e_1), \ldots, v_k(e_k))
\]

\[
= \frac{1}{n^{2k}} \sum_{v_j(0), v_j(1) \in V, j \in \{0, 1\}} \left( \sum_{v \in X} \prod_{2 \leq j \leq k} \mu_H(v, v_2(e_2), \ldots, v_k(e_k)) \right)^2
\]

\[
\geq \frac{1}{n^{2k}} \sum_{v_j(0), v_j(1) \in X, j \in \{0, 1\}} \left( \sum_{v \in X} \prod_{2 \leq j \leq k} \mu_H(v, v_2(e_2), \ldots, v_k(e_k)) \right)^2
\]

\[
= \frac{1}{n^{2k}} \sum_{v_j(0), v_j(1) \in X, j \in \{0, 1\}} \prod_{1 \leq j \leq k, 1 \leq l \leq k} \mu_H(v_1(e_1), \ldots, v_k(e_k))
\]

\[
= \left( \frac{|V|}{|X|} \right)^{2k} \text{dev} H[X]
\]

as required. \( \square \)

Fact 4.7 has a sort of converse, which asserts that if a family of subsets \( X_i \) of \( V \) covers \( \binom{V}{2k} \) fairly uniformly then \( \text{dev} H \) is close to the average of the
dev $H[X_i]$. More precisely:

**Fact 4.8.** Suppose $X_1, \ldots, X_m \subseteq V$ so that

(i) each $Y \in (V/2k)$ occurs in $(1 + o(1))$ of the $X_r$;

(ii) $|X_r| = (1 + o(1))u$, $1 \leq r \leq m$.

Then

\[(4.10) \quad \text{dev} H \leq (1 + o(1)) \frac{1}{m} \sum_{r=1}^{m} \text{dev} H[X_r] + O\left(\frac{1}{n}\right), \quad n \to \infty.\]

**Proof.** First, observe that the hypotheses imply

\[m = (1 + o(1)) \left(\frac{n}{2k}\right) / \left(\frac{u}{2k}\right).\]

Thus, with $n^2 := n/(n - t)!$ we have

\[
\text{dev} H = \frac{1}{n^{2k}} \sum_{v_i(0), v_i(1)} \prod_{e_j} \mu_H(v_1(e_1), \ldots, v_k(e_k)) \\
\leq \frac{1}{n^{2k}} \left(n^{2k} - n^{2k} + \sum_{\text{distinct} \ v_i(0), v_i(1)} \prod_{e_j} \mu_H(v_1(e_1), \ldots, v_k(e_k))\right) \\
= O\left(\frac{1}{n}\right) + \frac{(1 + o(1))}{tn^{2k}} \sum_{1 \leq r \leq m} \sum_{v_i(0), v_i(1) \in X_r} \sum_{e_j} \mu_H[X_i](v_1(e_1), \ldots, v_k(e_k)) \\
= O\left(\frac{1}{n}\right) + \frac{(1 + o(1))}{t} \left(\frac{u}{n}\right)^{2k} \sum_{1 \leq r \leq m} \text{dev} H[X_r] \\
= (1 + o(1)) \frac{1}{m} \sum_{r=1}^{m} \text{dev} H[X_r] + O\left(\frac{1}{n}\right) \quad \text{as} \quad n \to \infty. \quad \square
\]

**Fact 4.9.** For $1 \leq l \leq k$,

\[(4.11) \quad \text{dev}_l H \geq (\text{dev}_{l-1} H)^2.\]

**Proof.**

\[
\text{dev}_l H = \frac{1}{n^{k+l}} \sum_{v_i(0), v_i(1)} \sum_{w_i} \prod_{e_j \in \{0, 1\}} \mu_H(x_1(e_1), \ldots, x_l(e_l), w_{l+1}, \ldots, w_k) \\
= \frac{1}{n^{k+l}} \sum_{v_i(0), v_i(1)} \sum_{w_i} \left(\sum_{v} \prod_{e_j \in \{0, 1\}} \mu_H(x_1(e_1), \ldots, v, w_{l+1}, \ldots, w_k)\right)^2 \\
\geq \frac{1}{n^{k+l}} \cdot \frac{1}{n^{k+l-2}} \left(\sum_{v_i(0), v_i(1)} \sum_{w_i} \prod_{e_j \in \{0, 1\}} \mu_H(x_1(e_1), \ldots, x_{l-1}(e_{l-1}), w_l, \ldots, w_k)\right)^2 \\
\quad \text{by the Cauchy-Schwarz inequality} \\
= (\text{dev}_{l-1} H)^2. \quad \square
By taking $l = k$, we obtain the lower bound of (4.1). Note that when $l = 0$,
\[
\dev_0 H = \frac{1}{n^k} \sum_{w_j \in V} \mu_H(w_1, \ldots, w_k) = 1 - \frac{2k!}{n^k} |E(H)|.
\]

**Fact 4.10.** For $0 \leq l < k$,
\[
\dev_l H = \frac{1}{n} \sum_{v \in V} \dev_l H(v).
\]

*Proof.*
\[
\dev_l H = \frac{1}{n^{k+1}} \sum_{v_j(0), v_j(1), \ldots, v_k(0), v_k(1) \in V} \prod_{1 \leq i \leq l} \mu_H(x_i(\epsilon_1), \ldots, x_i(\epsilon_l), w_{l+1}, \ldots, w_k)
\]
\[
= \frac{1}{n} \sum_{w} \frac{1}{n^{k+l-1}} \sum_{v_j(0), v_j(1) \in V} \prod_{1 \leq i \leq l} \mu_H(x_i(\epsilon_1), \ldots, w_{l-1}, w)
\]
\[
= \frac{1}{n} \sum_{w} \frac{1}{n^{k+l-1}} \sum_{v_j(0), v_j(1) \in V} \prod_{1 \leq i \leq l} \mu_H(w)(x_i(\epsilon_1), \ldots, w_{k-1})
\]
\[
= \frac{1}{n} \sum_{w} \dev_l H(w). \quad \Box
\]

Finally, we note the observation (to be used later)
\[
\dev G = 1 \Rightarrow \dev G \lor H = \dev H.
\]

The proof follows at once from the definitions.

## 5. Some Properties of Random $k$-Graphs

In this section we describe a variety of properties shared by almost all random $k$-graphs. These will serve as reference points for comparing the corresponding quasi-random versions of these properties in later sections. Proofs of the assertions are not difficult, or are available in the literature, and (with exception of Fact 5.1) are omitted. As usual, $H = H_{1/2}(n)$ will denote the random $k$-graph on $n$ vertices as described in §1.

**Fact 5.1.**
\[
\Pr \left[ \dev H_{1/2}(n) > \frac{\alpha}{n} \right] \leq \frac{1}{\alpha} \left( \frac{2k}{2} \right).
\]

*Proof.* For $\theta = (v_1(0), v_1(1), \ldots, v_k(0), v_k(1)) \in V^{2k}$, let
\[
Y(\theta) := \prod_{\epsilon_1, \ldots, \epsilon_k \in \{0, 1\}} \mu_H(v_1(\epsilon_1), \ldots, v_k(\epsilon_k))
\]
and let \( S := \sum_{\varnothing \in V^{2k}} Y(\varnothing) \). Thus, \( S = n^{2k} \text{dev} \ H \). Let us call \( \varnothing \in V^{2k} \) proper if all its components are distinct; otherwise we say it is degenerate. Observe that the number \( N \) of degenerate \( \varnothing \) satisfies
\[
N = n^{2k} - n^{2k} = \left(2k\right)n^{2k-1}.
\]
Thus,
\[
E[S] = E \left[ \sum_{\varnothing} Y(\varnothing) \right] = \sum_{\varnothing} E[Y(\varnothing)] = \sum_{\varnothing \text{ degenerate}} E[Y(\varnothing)] + \sum_{\varnothing \text{ proper}} E[Y(\varnothing)] 
\leq \left(2k\right)n^{2k-1} \cdot 1 + 0 \]
since for proper \( \varnothing \), all the factors in \( Y(\varnothing) \) are independent. Writing Chebyshev's inequality as
\[
\Pr[S > \lambda] \leq \frac{E[S]}{\lambda}
\]
then taking \( \lambda = \alpha n^{2k-1} \), we obtain (5.1). \( \square \)

We remark that, with a little more care, it can be shown that for appropriate constants \( c_k \) and \( c > 1 \),
\[
(5.2) \quad \Pr[\text{dev} \ H_{1/2}(n) > c_k/n] < c^{\sqrt{n}}.
\]

**Fact 5.2.** Let \( H(t) \) be an arbitrary fixed \( k \)-graph on \( t \) vertices. Then
\[
(5.3) \quad \#\{H(t) < H_{1/2}(n)\} = (1 + o(1)) \frac{n^t}{2 \binom{t}{k}}, \quad n \to \infty.
\]

**Fact 5.3.** Let \( H := H_{1/2}(n) \). Then almost all \( H \) satisfy (as \( n \to \infty \))
\[
(i) \quad |E(H)| = \left(\frac{1}{2} + o(1)\right)\binom{n}{k};
(ii) \quad \text{for almost all vertices } v \in V \text{ of } H, \quad |E(H(v))| = \left(\frac{1}{2} + o(1)\right)\binom{n}{k-1};
(iii) \quad \text{for all } X \subset V, \quad |E(H[X])| = \frac{1}{2} \binom{|X|}{k} + o(n^k).
\]

Of course, (iii) \( \Rightarrow \) (ii) \( \Rightarrow \) (i). We will see the relevance of these properties to the \( l \)-deviation of a \( k \)-graph later.

The deviation of a \( k \)-graph is related to a special \( k \)-graph called a \( k \)-octahedron, \( \Theta = (V, \mu_\Theta) \), defined as follows. The vertex set \( V \) consists of \( 2k \) points \( x_i(0), x_i(1), 1 \leq i \leq k \). The edges of \( \Theta \) consist of all \( k \)-sets of the form \( \{x_i(e_1), \ldots, x_k(e_k) : e_1, \ldots, e_k = 0 \text{ or } 1\} \) (so that \( \Theta \) has \( 2^k \) edges). A partial octahedron is a subgraph of \( \Theta \) having as edges a subset of the edges of \( \Theta \). More specifically, an even partial octahedron (EPO) has an even number of such edges, while an odd partial octahedron (OPO) has an odd number. We let \( \#\{\text{EPO} < H\} \) and \( \#\{\text{OPO} < H\} \) denote the numbers of induced EPO's and OPO's, respectively, in \( H \).
In these terms, Fact 5.1 asserts that
(5.4) \[ \# \{PPO < H_{1/2}^{(k)}(n) \} - \# \{OPO < H_{1/2}^{(k)}(n) \} = o \left( \binom{n}{k} \right). \]

In the case of ordinary graphs \( H = H^{(2)}(n) = (V, \chi_H) \), we define the adjacency matrix \( A(H) := (\chi_H(x, y))_{x, y \in V} \). Since \( A(H) \) is real and symmetric, it has real eigenvalues \( \lambda_i \), which can be labelled so that \( |\lambda_1| \geq |\lambda_2| \geq \cdots \geq |\lambda_n| \).

**Fact 5.4 [FK81].** Almost all random graphs \( H_{1/2}(n) \) have \( \lambda_1 = (1 + o(1))n/2 \), \( \lambda_2 = O(n^{1/2}) \).

### 6. INDUCED SUBGRAPHS

As we have noted, for a fixed \( k \)-graph \( G(t) \) on \( t \) vertices, almost all random \( k \)-graphs \( H_{1/2}(n) \) contain \( (1 + o(1))n^{t/2} \binom{t}{k} \) occurrences of \( G(t) \) as an induced subgraph. In this section we will show that this property actually holds for any \( k \)-graph \( H(n) \) with small deviation. More precisely, we prove

**Theorem 6.1.** Assume \( G = G(t) \) is a fixed \( k \)-graph on \( t \) vertices where \( k \geq 2 \). Then for any \( H = H(n) \) with \( n \geq t^2 \), we have

\[
(6.1) \quad \left| \# \{G(t) < H(n)\} - \frac{n^t}{\binom{n}{k}} \right| \leq 5n^r (\text{dev } H(n))^{2-k}.
\]

**Proof.** Denote the vertex set of \( G \) by \( V = \{v_1, \ldots, v_t\} \). For \( 1 \leq r \leq t \), define \( V_r := \{v_1, \ldots, v_r\} \subseteq V \), \( G(r) := G[V_r] \), and \( N_r := \# \{G(r) < H\} \). We will show by induction on \( r \) and \( k \) that

\[
(6.2) \quad \left| N_r - \frac{n^t}{\binom{n}{k}} \right| \leq 5n^r (\text{dev } H)^{2-k}.
\]

First note that for \( r < k \), \( N_r = n^r \) and (6.2) holds since

\[
\left| N_r - \frac{n^r}{\binom{n}{k}} \right| = 0 \leq 5n^r (\text{dev } H)^{2-k}.
\]

So let us assume for a fixed value of \( k \geq 2 \) that (6.2) holds for some value of \( r \) satisfying \( k - 1 \leq r < t \). We want to prove that (6.2) also holds for \( r + 1 \).

Denote the vertex set of \( H \) by \( [n] = \{1, 2, \ldots, n\} \). Let \( \alpha \) denote \( (\alpha_1, \ldots, \alpha_r) \) where the \( \alpha_i \) are distinct elements of \( [n] \), and let \( \varepsilon \) denote

\[
(\varepsilon(e_1), \ldots, \varepsilon(e_z)) \quad \text{with } \varepsilon(e_i) \in \{-1, 1\}, \ 1 \leq i \leq z := \binom{r}{k-1},
\]

where \( e_1, \ldots, e_z \) denotes an arbitrary fixed ordering of the \( (k-1) \)-subsets of \( \{\alpha_1, \ldots, \alpha_r\} \). Define

\[
f(\alpha, \varepsilon) := \left| \left\{ i \in [n] \mid i \notin \alpha \text{ and } \mu_H(\{i\} \cup e_j) = \varepsilon(e_j), \ 1 \leq j \leq \binom{r}{k-1} \right\} \right|.
\]
Note that $N_{r+1}$ is the sum of exactly $N_r$ values $f_r(\alpha, \varepsilon)$. Namely, for each embedding $\lambda: G(r) \to H$, say with $\lambda(v_j) = \alpha_j$, $1 \leq j \leq r$, $f(\alpha, \varepsilon)$ counts the number of ways of choosing $i \in [n]$ so that if we extend $\lambda$ to $V_{r+1}$ by setting $\lambda(v_{r+1}) = i$, and we define $e(\varepsilon_j) = \mu_H(\{i\} \cup \varepsilon_j)$, $1 \leq j \leq (k-1)$, then $\lambda$ becomes an embedding of $G(r+1)$ into $H$. Also, there are just $2{n-1\choose k-1}n^r$ quantities $f(\alpha, \varepsilon)$, since there are $n^r$ choices for $\alpha$ and $2{n-1\choose k-1}$ choices for $\varepsilon$.

The next step is to compute the first and second moments of $f$. First, we have

$$f^2 := \frac{1}{2{n-1\choose k-1}n^r} \sum_{\alpha, \varepsilon} f(\alpha, \varepsilon) = (n-r)2^{-{r\choose k-1}}.$$  

In particular,

$$\sum_{\alpha, \varepsilon} f(\alpha, \varepsilon) = n^{r+1}.$$  

Next, define

$$S_r := \sum_{\alpha, \varepsilon} f^2(\alpha, \varepsilon).$$

Claim 1.

$$S_r = \sum_{x, y \in [m]} \#\{K_r^{(k-1)} < H_{x, y}^{-}\};$$

$H_{x, y}^-$ denotes the $(k-1)$-graph formed by restricting $H_{x, y} := H(x) \cup H(y)$ to the vertex set $V^- := V \setminus \{x, y\}$, and $K_r^{(m)}$ denotes the complete $m$-graph having $r$ vertices and all possible $\binom{m}{r}$ $r$-sets as edges.

To see this, interpret $S_r$ in (6.5) as counting the number of ways of choosing $\alpha = (\alpha_1, \ldots, \alpha_r)$, $\varepsilon = (\varepsilon(\varepsilon_1), \ldots, \varepsilon(\varepsilon_2))$, and two other (ordered) vertices $x$ and $y$ in $[n]\setminus \alpha$ so that

$$\mu_H(\{x\} \cup \varepsilon_j) = \varepsilon(\varepsilon_j) = \mu_H(\{y\} \cup \varepsilon_j), \quad 1 \leq j \leq \binom{r}{k-1}.$$  

Summing over all $\varepsilon$ reduces this to requiring just that

$$\mu_H(\{x\} \cup \varepsilon_j) = \mu_H(\{y\} \cup \varepsilon_j), \quad 1 \leq j \leq \binom{r}{k-1}.$$  

On the other hand, if we think of choosing $x$ and $y$ first, then by (6.7) $\{\alpha_1, \ldots, \alpha_r\}$ must span a $K_r^{(k-1)}$ in $H_{x, y}^-$. This proves Claim 1.

Of course,

$$\#\{K_r^{(k-1)} < H_{x, y}^-\} \leq \#\{K_r^{(k-1)} < H_{x, y}\}. $$

Claim 2. For $k \geq 2$,

$$S_r \leq 2^{-{r\choose k-1}} n^2 n^r + 5n^{r+2}(\text{dev } H)^{2^{-{k-1}}}.$$
**Proof.** First, assume \( k = 2 \). Define

\[
\varepsilon(x, y) := \frac{1}{n} \sum_{z \in [n]} \mu_H(x, z) \mu_H(y, z).
\]

Thus, \(|\varepsilon(x, y)| \leq 1\) and

\[
\text{dev} H = \frac{1}{n^2} \sum_{x, y} \varepsilon(x, y)^2 \\
\geq \frac{1}{n^4} \left( \sum_{x, y} |\varepsilon(x, y)| \right)^2 \text{ by Cauchy-Schwarz,}
\]

which implies

\[
(6.10) \quad \sum_{x, y} |\varepsilon(x, y)| \leq n^2 (\text{dev} H)^{1/2}.
\]

Next, define

\[
s(x, y) := \frac{n}{2} (1 + \varepsilon(x, y)).
\]

Thus,

\[
S_r = \sum_{x, y} f^2(\alpha, \varepsilon) = \sum_{x, y} s(x, y)_{(r)} \\
\leq \sum_{x, y} s(x, y)^r = \left( \frac{n}{2} \right)^r \sum_{x, y} (1 + \varepsilon(x, y))^r \\
= \left( \frac{n}{2} \right)^r \left\{ n^2 + \sum_{x, y} \sum_{j \geq 1} \binom{r}{j} \varepsilon(x, y)^j \right\} \\
\leq \left( \frac{n}{2} \right)^r \left\{ n^2 + 2^r \sum_{x, y} |\varepsilon(x, y)| \right\} \\
\leq \frac{n^{r+2}}{2^r} + n^{r+2} (\text{dev} H)^{1/2} \text{ by (6.10)} \\
\leq \frac{n^2}{2^r} + 5n^{r+2} (\text{dev} H)^{1/2}
\]

as required by (6.9) for \( k = 2 \), where we have used (4.3) and the fact that

\[
\frac{n^r}{n^2} \geq 1 - \frac{1}{n} \binom{r}{2}.
\]

We now observe that the remainder of the proof of Theorem 6.1 for the case \( k = 2 \) can be completed as written (following the end of Claim 2).

In general, for some \( k > 2 \), the proof of Claim 2 for \( k \) will require the use of Theorem 6.1 for \( k - 1 \). So we can assume for \( k > 2 \) that Theorem 6.1 holds for \( k - 1 \), and we will complete the proof of (6.9) for this value of \( k \).
By (6.1) for $k - 1$, we have
\[
S_r \leq \sum_{x, y} \#\{K_r^{(k-1)} < H_{x, y}\} \\
\leq 2^{-(k-1)} n^2 r^c + 5n^{r+2} \left( \frac{1}{n^2} \sum_{x, y} \text{dev } H_{x, y} \right)^2 2^{-(k-1)}
\]
by repeated application of Cauchy-Schwarz
\[
= 2^{-(k-1)} n^2 n^c + 5n^{r+2} (\text{dev } H)^{2-(k-1)}
\]
by Fact 4.0 and Fact 4.3. This completes the proof of Claim 6.2.

We now compute the variance of $f$.

\[
\text{Var } f = \sum_{\alpha, \varepsilon} (f(\alpha, \varepsilon) - \bar{f})^2 = \sum_{\alpha, \varepsilon} f^2(\alpha, \varepsilon) - \sum_{\alpha, \varepsilon} f^2
\]
\[
= S_r - \frac{(n - r)^2}{2^{2(k-1)}} 2^{-(k-1)} n^c = S_r - \frac{(n - 2)^2 n^c}{2^{(k-1)}}
\]
\[
\leq \frac{n^2 n^c}{2^{(k-1)}} + 5n^{r+2} (\text{dev } H)^{2-(k-1)} - \frac{(n - r)^2 n^c}{2^{(k-1)}}
\]
\[
= \frac{r(2n - r)n^c}{2^{(k-1)}} + 5n^{r+2} (\text{dev } H)^{2-(k-1)}
\]

Also, since
\[
N_{r+1} = \sum_{\text{all choices of } (\alpha, \varepsilon)} f(\alpha, \varepsilon)
\]
then
\[
|N_{r+1} - N_r \bar{f}|^2 = \left| \sum_{\text{all terms}} (f(\alpha, \varepsilon) - \bar{f}) \right|^2
\]
\[
\leq N_r \sum_{\text{all terms}} (f(\alpha, \varepsilon) - \bar{f})^2 \text{ by Cauchy-Schwarz}
\]
\[
\leq N_r \sum_{\text{all } (\alpha, \varepsilon)} (f(\alpha, \varepsilon) - \bar{f})^2 = N_r \text{ Var } f
\]
\[
\leq N_r \left\{ 5n^{r+2} (\text{dev } H)^{2-(k-1)} + \frac{r(2n - r)n^c}{2^{(k-1)}} \right\}
\]

Thus,
\[
(6.11) \quad |N_{r+1} - N_r \bar{f}| \leq N_r^{1/2} \left\{ 5n^{r+2} (\text{dev } H)^{2-(k-1)} + \frac{r(2n - r)n^c}{2^{(k-1)}} \right\}^{1/2}
\]
Now, by induction on \( r \)

\[
\left| N_r - \frac{n^r}{2 \binom{(r)}{k}} \right| \leq 5n^r (\text{dev} \, H)^{2^{-k}}.
\]

Since \( f = (n - r)/2 \binom{(r)}{k-1} \) by (6.3) we obtain

\[
\left| N_{r+1} - \frac{n^{r+1}}{2 \binom{(r+1)}{k}} \right| \leq N_r^{1/2} \left\{ 5n^{r+2} (\text{dev} \, H)^{2^{-k}} + \frac{r(2n - r)n^r}{2 \binom{(r)}{k-1}} \right\}^{1/2}
\]

\[
+ \frac{5(n - r)n^r (\text{dev} \, H)^{2^{-k}}}{2 \binom{(r)}{k-1}}
\]

\[
\leq 5n^{r+1} (\text{dev} \, H)^{2^{-k}},
\]

where the final inequality follows by straightforward computation using the assumptions \( 1 \leq k - 1 \leq r \leq \sqrt{n} \) and the (trivial) estimate \( N_r \leq n^r \).

This therefore completes the induction step and (6.1) follows. Thus, Theorem 6.1 is proved. \( \square \)

We should point out that the basic structure of this proof has its roots in the seminal paper of Wilson [Wi72].

Theorem 6.1 has a quite unexpected consequence. What it asserts in essence is that the smaller \( \text{dev} \, H \) is, the closer \( \# \{ G(t) < H \} \) is (for any fixed \( G(t) \)) to what is expected, namely \( 2^{-\binom{(r)}{k}} n^t \). However, \( \text{dev} \, H \) only depends on \( \# \{ \text{EPO} < H \} \) and \( \# \{ \text{OPO} < H \} \), which in turn, depend on the quantities \( \# \{ G(2k) < H \} \), as \( G(2k) \) ranges over all \( 2k \)-vertex \( k \)-graphs. Thus, if each of the \( 2k \)-vertex \( k \)-graphs occur as induced subgraphs of \( H \) about the “correct” number of times, then in fact so do all the \( t \)-vertex \( k \)-graphs, as well! Of course, for a fixed \( H \), the larger \( t \) becomes, the larger the variation of the actual count from the expected value becomes. (Theorem 6.1 gives a quantitative statement of this phenomenon.) As will be seen in §7, the value \( 2k \) is in fact sharp for \( k \)-graphs. That is, for each \( k \) there is a family of \( k \)-graphs \( H(n) \), \( n \to \infty \), so that:

(i) For all \( G(2k - 1) \),

\[
\# \{ G(2k - 1) < H(n) \} = (1 + o(1)) \frac{n^{2k-1}}{2 \binom{(2k-1)}{k}};
\]

(ii) for some \( G(2k) \) and some \( \varepsilon > 0 \),

\[
\# \{ G(2k) < H(n) \} < (1 - \varepsilon) \frac{n^{2k}}{2 \binom{(2k)}{k}}, \quad n > n_0(\varepsilon).
\]

In fact, for \( k \neq 2^e \), we construct in §7 examples of \( k \)-graphs \( H(n) \) that satisfy
(i) and
(ii') for some $G(2k)$,
\[
\#\{G(2k) < H(n)\} = 0.
\]

Such $k$-graphs $H(n)$ clearly deviate from behaving like random $k$-graphs in a very striking way. It follows from (6.1) that if
\[
(6.13) \quad \frac{1}{n} < \left(1 - 5 \cdot 2^k (\text{dev } H)^{2-k}\right) \left(\frac{t}{2}\right)^{-1}
\]
then any $G(t)$ is an induced subgraph of $H = H(n)$.

Suppose $\text{dev } H < 1$ (the very special $k$-graphs having deviation 1 are characterized in §11). By (4.8) with $l=k$ and $H_i = H$, $1 \leq i \leq m$, we have for $H^{\Box m} := \bigcap_{i=1}^{m} H$,
\[
\text{dev } H^{\Box m} = (\text{dev } H)^m, \quad |H^{\Box m}| = |H|^m = n^m.
\]
It then follows from (6.13) that for $m$ large enough, e.g., $m > (2n^2 t)^k$, we have $\#\{G(t) < H^{\Box m}\} > 0$. However, we can draw the same conclusion for a smaller value of $m$ by the following direct construction.

**Proposition 6.2.** If $\text{dev } H < 1$ then $\#\{G(t) < H^{\Box m}\} > 0$ provided that $m \geq (\frac{1}{1-k})2^{k-1}$.

**Proof.** By hypothesis, $H$ must contain an OPO, i.e., $2k$ vertices $x_i < y_i$, $1 \leq i \leq k$, so that
\[
\prod_{z_i \in \{x_i, y_i\}, \ 1 \leq i \leq k-1} \mu_H(z_1, \ldots, z_{k-1}, x_k) = -1,
\]
\[
\prod_{z_i \in \{x_i, y_i\}, \ 1 \leq i \leq k-1} \mu_H(z_1, \ldots, z_{k-1}, y_k) = 1.
\]
Let $m_0 := (\frac{1}{1-k})2^{k-1}$ and let $W = \{w_1 < w_2 < \cdots < w_j\}$ denote the vertex set of $G(t)$. Also, let $W'$ denote $W \cup \{w\}$. The plan will be to map each $w \in W$ to an $m_0$-tuple $\bar{w}$ as follows. Let $(U_1, U_2, \ldots, U_{\binom{j-1}{k-1}})$ be some fixed ordering of $\binom{W'}{k-1}$. For $U_j$, we reserve the $2^{k-1}$ coordinate positions $\{(j-1)2^{k-1} + i \mid 0 \leq i < 2^{k-1}\}$. Write $U_j = \{u_1 < \cdots < u_{k-1}\}$. Let $w(j, i)$, $0 \leq i < 2^{k-1}$, be the values $w$ is assigned in these coordinates. Then $w(j, i)$ is defined as follows.

(i) $w > u_{k-1}$. Then
\[
w(j, i) = \begin{cases} x_k & \text{if } U_j \cup \{w\} \text{ is an edge of } G(t), \\ y_k & \text{if } U_j \cup \{w\} \text{ is not an edge of } G(t). \end{cases}
\]

(ii) $w < u_{k-1}$, $w \notin U_j$. Then
\[
w(j, i) = y_k.
\]
(iii) \( w = u_r \in U_j \). Then

\[
\begin{cases}
  x_i & \text{if the } r \text{th digit of the binary expansion of } i \text{ is 1}, \\
y_i & \text{if the } r \text{th digit of the binary expansion of } i \text{ is 0}.
\end{cases}
\]

With this assignment for each \( U_j \in \binom{W}{k-1} \), we have defined a mapping \( \lambda: W \rightarrow \{x_1, y_1, \ldots, x_k, y_k\}^m_0 \). It is now simply a matter of checking to see that \( \lambda \) induces a copy of \( G(t) \) in \( H^m_0 \), and the claim is proved. \( \square \)

A small example may help to clarify this construction.

**Example.** \( k = 3 \), \( t = 5 \), \( m_0 = 24 \), \( W = \{1, 2, 3, 4, 5\} \), and \( G(5) \) has edges \( \{1, 2, 3\}, \{1, 2, 5\}, \{1, 3, 4\}, \{2, 4, 5\} \).

<table>
<thead>
<tr>
<th></th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
<th>23</th>
</tr>
</thead>
<tbody>
<tr>
<td>( w )</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>1</td>
<td>( y_1 )</td>
<td>( y_1 )</td>
<td>( x_1 )</td>
<td>( x_1 )</td>
<td>( y_1 )</td>
<td>( y_1 )</td>
<td>( x_1 )</td>
<td>( x_1 )</td>
<td>( y_1 )</td>
<td>( y_1 )</td>
<td>( x_1 )</td>
<td>( x_1 )</td>
</tr>
<tr>
<td>2</td>
<td>( y_2 )</td>
<td>( x_2 )</td>
<td>( y_2 )</td>
<td>( x_2 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( x_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
</tr>
<tr>
<td>3</td>
<td>( x_3 )</td>
<td>( x_3 )</td>
<td>( x_3 )</td>
<td>( x_3 )</td>
<td>( y_2 )</td>
<td>( x_2 )</td>
<td>( y_2 )</td>
<td>( x_2 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
</tr>
<tr>
<td>4</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( x_3 )</td>
<td>( x_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
</tr>
<tr>
<td>5</td>
<td>( x_3 )</td>
<td>( x_3 )</td>
<td>( x_3 )</td>
<td>( x_3 )</td>
<td>( x_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>23</th>
<th>24</th>
<th>34</th>
</tr>
</thead>
<tbody>
<tr>
<td>( w )</td>
<td>12</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>1</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
</tr>
<tr>
<td>2</td>
<td>( y_1 )</td>
<td>( y_1 )</td>
<td>( x_1 )</td>
</tr>
<tr>
<td>3</td>
<td>( y_2 )</td>
<td>( x_2 )</td>
<td>( y_2 )</td>
</tr>
<tr>
<td>4</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
</tr>
<tr>
<td>5</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
<td>( y_3 )</td>
</tr>
</tbody>
</table>

7. \( k \)-GRAPHS WITH THE CORRECT DENSITY OF SMALL SUBGRAPHS

We saw in the preceding section that if a \( k \)-graph \( H(n) \) contains all possible \( 2k \)-vertex \( k \)-graphs \( G(2k) \) as induced subgraphs asymptotically equally often, then in fact this must also hold for all \( t \)-vertex \( k \)-graphs \( G(t) \), for any fixed \( t \), as well. In this section we show that the value \( 2k \) is critical for such a conclusion to hold. Specifically, we will prove

**Theorem 7.1.** Fix \( 2 \leq k \leq l \leq 2k - 1 \). Then there exists a family of \( k \)-graphs \( H(n) \) such that

(i) for any \( G(l) \), \( \#\{G(l) < H(n)\} = (1 + o(1))n^l/2^ \binom{l}{k} \); 

(ii) for some \( G(l + 1) \), \( \#\{G(l + 1) < H(n)\} \neq (1 + o(1))n^{l+1}/2^ \binom{l+1}{k} \).

**Proof.** We will first deal with the case \( l = 2k - 1 \). The general case will then follow in the same way. Fix some vertex set \( V \) of size \( n \). For \( 1 \leq j \leq k - 1 \), let
Let $H_{i/2}^{(j)}$ be a random $j$-graph $(V, \chi_j)$, where in this section we use the additive edge function $\chi_j$. Define $H_j$ to be the $k$-graph $(V, \chi_j')$ given by:

$$\chi_j'(X) := \sum_{Y \in \binom{V}{j}} \chi_j(Y) \pmod{2}.$$  

That is, $X$ is an edge of $H_j$ if and only if $X$ contains an odd number of edges $Y$ of $H_{i/2}^{(j)}$. Form the symmetric difference $k$-graph

$$H^* = H^*(n) = \bigoplus_{j=1}^{k-1} H_j = (V, \chi^*).$$

We claim that $H^*(n)$ satisfies the desired conclusions, except when $k = 2^i$, in which case an additional step is required.

So we first assume $k \neq 2^i$. Consider an arbitrary fixed set $W = \{w_1, \ldots, w_{2k-1}\}$ of $2k - 1$ vertices in $V$. Form the matrix $M$ with rows indexed by $X \in \binom{V}{k}$ and columns indexed by $Y_j = \binom{W}{j}$, $1 \leq j \leq k - 1$. Thus $M$ has size $\binom{2k-1}{k}$ by $2^{k-1} - 1$. The $(X, Y_j)$-entry $M(X, Y_j)$ of $M$ is defined to be 1 if $Y_j \subseteq X$ and 0, otherwise. We can view each column $C(Y_j)$ as a function mapping $\binom{W}{j}$ to $\{0, 1\}$ by defining

$$C(Y_j)(X) = M(X, Y_j), \quad X \in \binom{W}{k}.$$  

Furthermore it is easy to see that

$$\sum_{Y_j \in \binom{W}{j}} C(Y_j) = \chi_j'$$

so that

$$\sum_{1 \leq j \leq k-1} \sum_{Y_j \in \binom{W}{j}} C(Y_j) = \chi^*.$$  

The key fact we now apply is a result of Wilson [Wi90] that asserts that (for $k \neq 2^i$) $M$ has full rank mod 2, which in this case is $\binom{2k-1}{k}$. Actually, Wilson's result implies that if we adjoin the all 1's column $\bar{1}$ to $M$, forming $M^+$, then $M^+$ has mod 2 rank equal to $\binom{2k-1}{k}$. However, for $k \neq 2^i$ some $i$ with $1 \leq i \leq k - 1$ has $\binom{k}{i}$ odd. Summing all the columns $C(Y_i), \ Y_i \in \binom{Y_i}{i}$, yields $\bar{1}$ so that in fact rank$_2 M = \text{rank}_2 M^+ = \binom{2k-1}{k}$. As $W$ ranges over all $(2k-1)$-element subsets of $V$, since the edges of the various corresponding $H_{i/2}^{(j)}$ are chosen independently (and uniformly), then an easy argument shows that each of the possible $\binom{2k-1}{k}$ $(0, 1)$-vectors occurs $(1 + o(1))n^{2k-1}/2\binom{2k-1}{k}$ times as $n \to \infty$. But this just means that for almost all choices of the $H_{i/2}^{(j)}$ each of the possible $k$-graphs $G(2k - 1)$ on $2k - 1$ vertices occurs $(1 + o(1))n^{2k-1}/2\binom{2k-1}{k}$ times as an induced subgraph of $H^*(n)$, as claimed.
In the case $k = 2^t$ for some $t$, we form the $k$-graph $H^+$ by taking the two disjoint $k$-graphs $H^*$ and its complement $\overline{H^*}$, and placing a random $k$-graph between them. That is, if $H^* = (V, \chi^*)$, $\overline{H^*} = (V', \chi^*)$, $V \cap V' = \emptyset$, then $H^+ = H^+(2n) = (V \cup V', \chi^+)$ with

$$\chi^+(X) = \begin{cases} \chi^*(X) & \text{for } X \subseteq V, \\ \overline{\chi^*}(X) & \text{for } X \subseteq V', \\ 0 \text{ or } 1 & \text{with probability } 1/2 \text{ otherwise}, \end{cases}$$

for $X \in \binom{V \cup V'}{k}$. An easy argument shows that

$$\#\{G(2k-1) < H^+(2n)\} = (1 + o(1))(2n)^{2k-1}2^{-(2k-1)}$$

for almost all choices defining $H^+$.

To see that there are $2k$-vertex $k$-graphs $G(2k)$ satisfying (ii) (for $l = 2k - 1$), it is enough to show that $\text{dev} H^*$ and $\text{dev} H^+$ are bounded away from 0 (independent of $n$). Indeed we show in §11 that $\text{dev} H^* = 1$ and, consequently, for almost all choices of $H^+$, $\text{dev} H^+ \geq (1 + o(1))2^{1-2k}$.

Now, we treat the case of general $l$. Of course, for $l = k$ the conclusion is immediate so we may assume $l > k$. We apply the same constructions as in the preceding case $l = 2k - 1$, but now with rows of $M$ indexed by sets $X \in \binom{V}{k}$, and columns indexed by sets $Y_j \in V_j$, $1 \leq j \leq l - k$ (where $|V| = l$). As before, Wilson's result applies to the augmented matrix $M^+$ (with the all 1's column adjoined), with the conclusion that $M^+$ has mod 2 rank equal to $\binom{l}{k}$. Thus, it follows that when $k \neq 2^t$ then $M$ itself has mod 2 rank equal to $\binom{l}{k}$ and the analogous construction of $H^*$ gives us the desired $k$-graph, while for $k = 2^t$ the "doubling" construction of $H^+$ (using $H^*$ and $\overline{H^*}$) works here as well. It follows as before that $\text{dev} H^* = 1$, and $\text{dev} H^+$ almost always exceeds $(1 + o(1))2^{1-k-l}$. This completes the proof. □

8. Discrepancy

In this section we relate deviation to another measure of randomness for $k$-graphs called discrepancy. This is a natural generalization of the well-studied concept of the discrepancy of a graph [ES72, ES74] and was suggested (for $k = 3$) by Frankl and Rödl [FR89] as a possible quasi-random property. We will show here that deviation and discrepancy are indeed intimately related, and in fact, one can be small only if the other one is.

To begin with, we need to define discrepancy. Let $H$ be an arbitrary $k$-graph on an $n$-vertex set $V$ and with edge set $E(H)$. For a $(k-1)$-graph $G$ on $V$ with edge set $E(G)$, we define

$$(8.1) \quad E(H, G) := \left\{ X \in E(H) \mid \binom{X}{k-1} \subseteq E(G) \right\},$$

$$e(H, G) := k!|E(H, G)|.$$
Thus, \( e(H, G) \) counts the number of ordered subsets in \( E(H, G) \). Finally, we define the discrepancy of \( H \), denoted by \( \text{disc } H \), by

\[
(8.2) \quad \text{disc } H := \frac{1}{n^k} \max_G |e(H, G) - e(\overline{H}, G)|,
\]

where the max is taken over all \((k - 1)\)-graphs \( G \) on \( V \).

For \( k = 1 \), we take by convention

\[
(8.3) \quad \text{disc } H = \frac{1}{n} |e(H) - e(\overline{H})|,
\]

where, as usual, \( e(K) \) denotes the number of edges of \( K \).

For \( k = 2 \), it follows from (8.2) that

\[
(8.4) \quad \text{disc } H = \frac{2}{n^2} \max_{W \subseteq V} |e(H[W]) - e(\overline{H}[W])|.
\]

Thus, the discrepancy of a 2-graph just measures the maximum imbalance between edges and non-edges over all its induced subgraphs.

It is easily proved that almost all random \( k \)-graphs \( H_{1/2}(n) \) satisfy

\[
(8.5) \quad \text{disc } H_{1/2}(n) = o(1), \quad n \to \infty,
\]

and we have seen by Fact 5.1 that almost all \( H_{1/2}(n) \) satisfy

\[
(8.6) \quad \text{dev } H_{1/2}(n) = o(1), \quad n \to \infty.
\]

What was actually quite unexpected was that for arbitrary \( k \)-graphs \( H \), (8.5) and (8.6) are equivalent.

The following result states this in a more quantitative form.

**Theorem 8.1.** For any \( k \)-graph \( H = (V, \mu_H) \):

(i) \( \text{disc } H \leq (\text{dev } H)^{2^{-k}} \);

(ii) \( \text{dev } H \leq 4^k (\text{disc } H)^{2^{-k}} \).

**Proof.** First observe that for \( k = 1 \) the desired conclusions are immediate since in this case

\[
\text{dev } H = \frac{1}{n^2} \sum_{x, y} \mu_H(x) \mu_H(y)
= \left( \frac{1}{n} \sum_x \mu_H(x) \right)^2 = (\text{disc } H)^2.
\]

Hence we assume \( k \geq 2 \).

We first prove (i). Let \( G \) be an arbitrary \((k - 1)\)-graph on \( V \) with edge set
By definition,

\[ n^{2k} \text{ dev } H = \sum_{u_i(0), u_i(1), 1 \leq i \leq k} \prod_{i \neq 1} \mu_H(u_1(e_i), \ldots, u_k(e_k)) \]

\[ = \sum_{u_i(0), u_i(1), i \neq 1} \left( \sum_{v \in V} \prod_{j \neq 1} \mu_H(v, u_2(e_2), \ldots, u_k(e_k)) \right)^2 \]

\[ \geq \sum_{u_i(0), u_i(1), i \neq 1} \left( \sum_{v} \prod_{j \neq 1} \mu_H(v, u_2(e_2), \ldots, u_k(e_k)) \right)^2 \]

where \( \sum^{(1)} \) denotes a sum over all choices of \( u_i(0), u_i(1), i \neq 1, \) such that \( \{u_2(e_2), \ldots, u_k(e_k)\} \) is an edge of \( G \) for all choices of \( \varepsilon_j \in \{0, 1\}, \) \( 2 \leq j \leq k, \)

\[ = \sum_{u_i(0), u_i(1), \varepsilon_j} \prod_{i \neq 2} \mu_H(u_1(e_1), \ldots, u_k(e_k)) \]

\[ = \sum_{u_i(0), u_i(1), i \neq 2} \left( \sum_{v} \prod_{j \neq 2} \mu_H(u_1(e_1), v, u_3(e_3), \ldots, u_k(e_k)) \right)^2 \]

\[ \geq \sum_{u_i(0), u_i(1), i \neq 2} \left( \sum_{v} \prod_{j \neq 2} \mu_H(u_1(e_1), v, \ldots, u_k(e_k)) \right)^2 \]

where \( \sum^{(2)} \) denotes a sum over all choices of \( u_i(0), u_i(1), i \neq 2, \) such that all \( \{u_1(e_1), u_3(e_3), \ldots, u_k(e_k)\} \in E(G) \) for all \( \varepsilon_j \in \{0, 1\} \)

\[ = \sum_{u_i(0), u_i(1), \varepsilon_j} \prod_{i \neq 2} \mu_H(u_1(e_1), \ldots, u_k(e_k)) \]

where \( \sum^{(1,2)} \) denotes a sum over all choices of \( u_i(0), u_i(1) \) such that all \( \{u_2(e_2), u_3(e_3), \ldots, u_k(e_k)\} \) and all \( \{u_1(e_1), u_3(e_3), \ldots, u_k(e_k)\} \) are edges of \( G \) for all \( \varepsilon_j \in \{0, 1\} \)

\[ \geq \sum_{u_i(0), u_i(1), \varepsilon_j} \prod_{i \neq 2} \mu_H(u_1(e_1), \ldots, u_k(e_k)) \]

\[ \vdots \]

\[ \geq \sum_{u_i(0), u_i(1), \varepsilon_j} \prod_{i \neq 2} \mu_H(u_1(e_1), \ldots, u_k(e_k)) \]

where the final sum is over all choices of \( u_i(0), u_i(1) \) such that every \( (k - 1) \)-subset of all \( \{u_1(e_1), \ldots, u_k(e_k)\}, \varepsilon_j \in \{0, 1\}, \) are edges of \( G. \) We now repeatedly apply the Cauchy-Schwarz inequality.
\[
\sum_{u_1(0), u_1(1)}^{(1,2,\ldots,k)} \prod_{e_j} \mu_H(u_1(e_1), \ldots, u_k(e_k))
\]
\[
= \sum_{u_1(0), u_1(1)}^{(1,2,\ldots,k)} \left( \sum_{v_1} \prod_{e_j} \mu_H(v_1, u_2(e_2), \ldots, u_k(e_k)) \right)^2
\]
\[
\geq \frac{1}{n^{2k-2}} \left( \sum_{u_1(0), u_1(1)}^{(1,2,\ldots,k)} \prod_{e_j} \mu_H(v_1, u_2(e_2), \ldots, u_k(e_k)) \right)^2
\]
\[
= \frac{1}{n^{2k-2}} \left( \sum_{v_1, v_2} \prod_{e_j} \mu_H(v_1, v_2, u_3(e_3), \ldots) \right)^2
\]
\[
= \frac{1}{n^{2k-2}} \cdot \frac{1}{n^{2(2k-3)}} \cdots \frac{1}{n^{2^{-1}(2k-1)-1}}
\times \left( \sum_{v_1, \ldots, v_t} \prod_{e_j} \mu_H(v_1, \ldots, v_t, u_{t+1}(e_{t+1}), \ldots) \right)^{2^t}
\]
\[
\geq \frac{1}{n^{k(2^k-2)}} \left( \sum_{v_1, \ldots, v_t} \mu_H(v_1, \ldots, v_k) \right)^{2^k}
\]
\[
= \frac{1}{n^{k(2^k-2)}} (e(H, G) - e(\overline{H}, G))^{2^k}
\]

since all \((k - 1)\)-subsets of each choice of \(\{v_1, \ldots, v_k\}\) are edges of \(G\).

Thus
\[
|e(H, G) - e(\overline{H}, G)| \leq n^{k(2^k-2)} \cdot n^{2^k \text{dev} H}^{1/2^k}
\]
\[
\leq n^k (\text{dev} H)^{1/2^k}.
\]

Since \(G\) was arbitrary then this implies
\[
\text{disc} H \leq (\text{dev} H)^{1/2^k}
\]
as required.

We next prove (ii) by induction on \(k\). We first remark that for \(k = 2\), (ii) follows directly from results in [CGW, Fact 9], so we will assume \(k \geq 3\).
Assume that for every \((k - 1)\)-graph \(G\) on \(V\), we have
\[ |e(H, G) - e(\overline{H}, G)| < 2\varepsilon^2 n^k.\]
We will show
\[ \text{dev } H < 4^k \varepsilon^{1/2^k}. \]
For each \(u \in V\), define
\[ S(u) := \{v \in V \mid \text{dev } H_{u,v} \geq (4^k - 2)\varepsilon^{1/2^k}\}, \]
\[ S := \{u \in V \mid |S(u)| > 2\varepsilon n\}, \]
where \(H_{u,v}\) is the sameness \((k - 1)\)-graph of \(H\) with respect to \(u\) and \(v\) defined previously (i.e., \(\mu_{H_{u,v}}(X) = -\mu_H(\{u\} \cup X)\mu_H(\{v\} \cup X)\) for \(X \in (_{k-1})\)).
If \(|S| \leq 2\varepsilon n\) then
\[ \text{dev } H = \frac{1}{n^2} \sum_{u,v} \text{dev } H_{u,v} \text{ by Facts 4.0 and 4.3} \]
\[ \leq \frac{1}{n^2} \left( |S| \cdot n + (4^k - 2)\varepsilon^{1/2^k} \cdot n^2 \right) \leq 4^k \varepsilon^{1/2^k} \]
as required. Thus, we may assume \(|S| > 2\varepsilon n\). Fix \(u \in S\). For each \(v \in S(u)\), the induction hypothesis implies there exists a \((k - 2)\)-graph \(G(u, v)\) on \(V\) satisfying
\[ |e(H_{u,v}, G(u, v)) - e(\overline{H}_{u,v}, G(u, v))| > 6\delta^2 n^{k-1} \]
where \(\delta^2 = 4\varepsilon\). Thus, there is a subset \(S'(u)\) of \(S(u)\) with \(|S'(u)| = \varepsilon n\) so that either:
(a) \(e(H_{u,v}, G(u, v)) \geq \frac{1}{2}e((_{k-1}))\), \(G(u, v) + 3\delta^2 n^{k-1}\) for all \(v \in S'(u)\); or
(b) \(e(H_{u,v}, G(u, v)) \leq \frac{1}{2}e((_{k-1}))\), \(G(u, v) - 3\delta^2 n^{k-1}\) for all \(v \in S'(u)\).
We will just treat case (a); the argument for case (b) is very similar and is omitted. We begin by defining the following \((k - 1)\)-graphs on \(V\).
\[ E(H'_u) = E(H(u)) \cap \left( V \setminus S'(u) \right) \]
\[ E(H''_u) = E(\overline{H(u)}) \cap \left( V \setminus S'(u) \right) \]
\[ E(G') = \{Y \cup \{v\} \mid Y \in E(G(u, v)), \ v \in S'(u) \cup E(H'_u)\}, \]
\[ E(G'') = \{Y \cup \{v\} \mid Y \in E(G(u, v)), \ v \in S'(u) \cup E(H''_u)\}. \]
Consider the sum
\[ \sigma(u) := \sum_{v \in S'(u)} e(H_{u,v}, G(u, v)). \]
For each \(X' \in E(H, G')\) there are three possibilities:
(i) \(|X' \cap S'(u)| \geq 2\). There are at most \(\varepsilon^2 n^k\) such \(X'\).
(ii) \(|X' \cap S'(u)| = 1\). In this case, \(X' = Y \cup \{v\}\) for some \(v \in S'(u)\), and so, \(Y \in E(H_{u,v}, G(u, v)).\)
(iii) \(|X' \cap S'(u)| = 0\). In this case, \(X' \in E(H, H'_u)\).

A similar analysis applies to those \(X'' \in E(H, G'')\). Combining these observations, we obtain

\[
\sigma(u) = \sum_{v \in S'(u)} e(H_{u,v}, G(u, v))
\]

\[
= (k - 1)! \sum_{v \in S'(u)} |\{Y \mid Y \in E(H_{u,v}, G(u, v))\}|
\]

\[
= (k - 1)! \sum_{v \in S'(u)} |\{Y \cup \{v\} \mid Y \in E(H_{u,v}, G(u, v))\}|
\]

\[
\leq (k - 1)! \left| \left\{ X \in \binom{V}{k} \mid |X \cap S'(u)| = 1, \ X = Y \cup \{v\}, \ Y \in E(H_{u,v}, G(u, v)) \right\} \right| + \varepsilon^2 n^k
\]

\[
= (k - 1)! \left| \left\{ X \mid |X \cap S'(u)| = 1, \ X = Y \cup \{v\}, \ X \in E(H), \ Y \in (H_{u,v}, G(u, v)) \right\} \right|
\]

\[
+ (k - 1)! \left| \left\{ X' \mid |X' \cap S'(u)| = 1, \ X' = Y' \cup \{v\}, \ X' \in E(H), \ Y' \in (H_{u,v}, G(u, v)) \right\} \right| + \varepsilon^2 n^k
\]

\[
\leq e(H, G') - e(H, H'_u) + e(H, G'') - e(H, H''_u) + \varepsilon^2 n^k.
\]

Now, if we apply the induction hypothesis to the \((k - 1)\)-graphs \(H'_u, H''_u, G',\) and \(G''\), we have

\[
|e(H, H'_u) - e(H, H''_u)| < 2\varepsilon^2 n^k,
\]

\[
|e(H, H''_u) - e(H, H''_u)| < 2\varepsilon^2 n^k,
\]

\[
|e(H, G') - e(H, G')| < 2\varepsilon^2 n^k,
\]

\[
|e(H, G'') - e(H, G'')| < 2\varepsilon^2 n^k.
\]

Consequently, from (8.7)

\[
\sigma(u) \leq \frac{1}{2} e\left(\binom{V}{k}, G'\right) - \frac{1}{2} e\left(\binom{V}{k}, H'_u\right)
\]

\[
+ \frac{1}{2} e\left(\binom{V}{k}, G''\right) - \frac{1}{2} e\left(\binom{V}{k}, H''_u\right) + 5\varepsilon^2 n^k.
\]

On the other hand, by (i) we see

\[
\sigma(u) \geq \frac{1}{2} \sum_{v \in S'(u)} e\left(\binom{V}{k-1}, G(u, v)\right) + 3\delta^2 n^{k-1} |S(u)|
\]

\[
\geq \frac{1}{2} e\left(\binom{V}{k}, G'\right) - \frac{1}{2} e\left(\binom{V}{k}, H'_u\right)
\]

\[
+ \frac{1}{2} e\left(\binom{V}{k}, G''\right) - \frac{1}{2} e\left(\binom{V}{k}, H''_u\right) - 5\varepsilon^2 n^k + 3\delta^2 \varepsilon n^k.
\]
However, (8.8) and (8.9) imply $\delta^2 \leq 10\varepsilon/3$, which contradicts the assumption that $\delta^2 = 4\varepsilon$.

This completes the induction step and Theorem 8.1 is proved. \(\square\)

We point out here that it is possible to define, for any $l \leq k$, the $l$-discrepancy $\text{disc}_l H$ of a $k$-graph $H$ on a vertex set $V$ of size $n$ by

$$\text{disc}_l H := \frac{1}{n^k} \max_G |e(H, G) - e(\overline{H}, G)|,$$

where $G$ ranges over all $(l-1)$-graphs on $V$, $E(H, G) = \{X \in E(H) | (\cup_{i=1}^k X) \subset E(G)\}$, $e(H, G) = k! |E(H, G)|$, etc. For this more general concept, the analogue to Theorem 8.1 holds.

**Theorem 8.2.** For $2 \leq l \leq k$,

(i) $\text{disc}_l H \leq (\text{dev}_l H)^{2^{-l}}$;

(ii) $\text{dev}_l H \leq 4^l (\text{disc}_l H)^{2^{-l}}$.

The proof of Theorem 8.2 is similar to that of Theorem 8.1 and is given in Chung [C90], which in fact includes a much fuller discussion of $l$-deviation and $l$-discrepancy, and the applications of these ideas to communication complexity (cf. [BNS89]).

9. Graphs

Certainly the most commonly occurring $k$-graphs are just (ordinary) graphs. While many of the known results relating the deviation of a graph $G$ to other structural invariants follow immediately from the preceding results by specializing $k$ to be 2, there are other useful properties of graphs that are not easily generalized to larger values of $k$. In this section, we discuss some of these.

To begin with, for each graph $G = (V, \mu_G)$ on vertices, we can define (as before) an $n \times n$ symmetric matrix $A = A(G) = (a(x, y))_{x, y \in V}$, called the adjacency matrix of $G$, as follows:

$$a(x, y) = \begin{cases} 1 & \text{if } \{x, y\} \text{ is an edge of } G, \\ 0 & \text{otherwise}. \end{cases}$$

Since $A(G)$ is real symmetric, its eigenvalues $\lambda_i = \lambda_i(G)$, $1 \leq i \leq n$, are real. We label them so that

$$|\lambda_1| \geq |\lambda_2| \geq \cdots \geq |\lambda_n|.$$

It is well known (e.g., see [CDS80, CDGT88]) that many structural properties of $G$ are controlled by the behavior of the eigenvalues of $A(G)$. Random graphs $G_{1/2}(n)$ are known [FK81] a.a. to have

$$\lambda_1 = (1 + o(1))n/2, \quad \lambda_2 = O(n^{1/2}), \quad n \to \infty.$$

In [CGW89], it is shown that the conjunction of the following three properties is equivalent to a family of graphs $G = G(n)$ being quasi-random, i.e.,
equivalent to having $\text{dev } G = o(1)$, $n \to \infty$:

(a) $G$ has $(1 + o(1))n^2/4$ edges;
(b) $\lambda_1(G) = (1 + o(1))n/2$;
(c) $\lambda_2(G) = o(n)$.

The following theorem is a more quantitative form of this result, which allows it to be applied to individual graphs, rather than just having it apply asymptotically to a family of graphs.

**Theorem 9.1.** For any graph $G = G(n) = (V, \mu_G)$;

(i) $|\sum_{x,y} \mu_G(x, y)| \leq n^2(\text{dev } G)^{1/4}$;
(ii) $|\lambda_1(G) - \frac{n}{2}| \leq \frac{2}{n}(\text{dev } G)^{1/4}$;
(iii) $|\lambda_2(G)| \leq n(\text{dev } G)^{1/16}$.

**Proof.** Let $e$ denote the number of edges of $G$, let $\bar{e} := n^2/2 - e$, and let $A = A(G)$ denote the adjacency matrix of $G$.

First observe that (i) follows immediately from Fact 4.9 (applying it twice), since

$$\text{dev}_0 G = \frac{1}{n^2} \sum_{x,y} \mu_G(x, y) = 1 - \frac{4e}{n^2}.$$  

The proof of (ii) is slightly more complex. To begin with we have (by Rayleigh-Ritz)

$$\lambda_1 = \sup_v \frac{\langle v, Av \rangle}{\langle v, v \rangle} \geq \frac{\langle I, A \bar{I} \rangle}{n} = \frac{2e}{n},$$

where $\bar{I}$ denotes the vector of all 1's. Therefore,

$$\frac{n}{2} - \lambda_1 \leq \frac{n}{2} - \frac{2e}{n}.$$  

Define the matrix $M = (m(x, y))_{x,y \in V} = J - 2A$, where $J$ denotes the $n \times n$ matrix of all 1's; thus, $m(x, y) = \mu_G(x, y)$. Also, set

$$d(x) := |\{y \in V | \mu_G(x, y) = -1\}|, \quad \bar{d}(x) := n - d(x),$$

$$s(x, y) := |\{z \in V | \mu_G(x, z) = \mu_G(y, z)\}|, \quad \bar{s}(x, y) := n - s(x, y).$$

Since

$$2|e - \bar{e}| = \left| \sum_{x,y} m(x, y) \right| \leq \left| \sum_x (d(x) - \bar{d}(x)) \right| \leq \sum_x |d(x) - \bar{d}(x)|,$$
then

\[ n^4 \text{dev } G = \sum_{x, y} (s(x, y) - \bar{s}(x, y))^2 \]

\[ \geq \frac{1}{n^2} \left( \sum_{x, y} |s(x, y) - \bar{s}(x, y)| \right)^2 \]

\[ \geq \frac{1}{n^2} \left( \sum_{x, y} (s(x, y) - \bar{s}(x, y)) \right)^2 \]

\[ \geq \frac{1}{n^2} \left( \sum_{x} (d(x) - \bar{d}(x))^2 \right)^2 \]

\[ \geq \frac{1}{n^2} \left( \frac{1}{n} \left( \sum_{x} |d(x) - \bar{d}(x)| \right)^2 \right)^2 \]

\[ \geq \frac{16}{n^4} (e - \bar{e})^4. \]

Since \( M = J - 2A \) and the \( \lambda_i \) are real, then

\[ 16\lambda_1^4 \leq 16 \text{Tr}(A^4) = \text{Tr}(J - M)^4 \]

where \( \text{Tr} \) denotes the trace function. By the additivity of \( \text{Tr} \), we can upper bound \( \text{Tr}(J - M)^4 \) by bounding the various terms we obtain by expanding \( (J - M)^4 \). To do this, we note the following inequalities:

\[ \text{Tr}(J^4) = n^4, \]

\[ \text{Tr}(J^3M) = \text{Tr}(J^2MJ) = \text{Tr}(MJ^2) = \text{Tr}(MJ^3) \leq n^4(\text{dev } G)^{1/4}, \]

\[ \text{Tr}(M^2J^2) = \text{Tr}(J^2M^2) = \text{Tr}(JM^2J) \leq n \sum_{x, y} (s(x, y) - \bar{s}(x, y)) \leq n^4(\text{dev } G)^{1/2}, \]

\[ \text{Tr}(MJMJ) = \text{Tr}(JMJM) \leq \left( \sum_{x} (d(x) - \bar{d}(x)) \right)^2 \leq n^4(\text{dev } G)^{1/2}, \]

\[ \text{Tr}(M^2JM) \leq n \sum_{x} (d(x) - \bar{d}(x))^2 \leq n^4(\text{dev } G)^{1/2}, \]

\[ \text{Tr}(JM^3) \leq \sum_{x, y} (d(x) - \bar{d}(x))(s(x, y) - \bar{s}(x, y)) \]

\[ \leq \left( \left( n \sum_{z} (d(z) - \bar{d}(z))^2 \left( \sum_{x, y} (s(x, y) - \bar{s}(x, y))^2 \right) \right)^{1/2} \right) \]

\[ \leq (n^4(\text{dev } G)^{1/2} \cdot n^4(\text{dev } G))^{1/2} \leq n^4(\text{dev } G)^{3/4}, \]

\[ \text{Tr}(MJM^2) = \text{Tr}(M^2JM) \leq \sum_{x, y} (d(x) - \bar{d}(x))(s(x, y) - \bar{s}(x, y)) \]

\[ \leq n^4(\text{dev } G)^{3/4}, \]
\[
\begin{align*}
\text{Tr}(M^3 J) & \leq n^4 (\text{dev } G)^{3/4}, \\
\text{Tr}(M^4) & = n^4 \text{ dev } G.
\end{align*}
\]

Therefore,
\[
\begin{align*}
\text{Tr}(J - M)^4 & \leq n^4 + 4n^4 (\text{dev } G)^{1/4} + 6n^4 (\text{dev } G)^{1/2} \\
& \quad + 4n^4 (\text{dev } G)^{3/4} + n^4 \text{ dev } G \\
& = n^4 \left(1 + (\text{dev } G)^{1/4}\right)^4,
\end{align*}
\]

which implies
\[
\lambda_1^4 \leq \left(\frac{n}{2}\right)^4 \left(1 + (\text{dev } G)^{1/4}\right)^4,
\]

i.e.,
\[
(9.5) \quad \lambda_1 \leq \left(\frac{n}{2}\right) \left(1 + (\text{dev } G)^{1/4}\right).
\]

Thus, by (9.3), (9.4), and (9.5) we have
\[
(9.6) \quad |\lambda_1 - \frac{n}{2}| \leq \frac{n}{2} (\text{dev } G)^{1/4}
\]

as required for (ii).

Finally, to prove (iii) we have
\[
\begin{align*}
\lambda_2^4 & \leq \text{Tr}(A^4) - \lambda_1^4 \\
& \leq \frac{1}{16} \text{Tr}(J - M)^4 - \lambda_1^4 \\
& \leq \frac{1}{16} n^4 \left(1 + (\text{dev } G)^{1/4}\right)^4 - \left(\frac{n}{2} \left(1 - (\text{dev } G)^{1/4}\right)\right)^4 \\
& \leq \left(\frac{n}{2}\right)^4 \cdot 8 (\text{dev } G)^{1/4} \left(1 + (\text{dev } G)^{1/2}\right) \\
& \leq n^4 (\text{dev } G)^{1/4},
\end{align*}
\]

i.e.,
\[
|\lambda_2| \leq n (\text{dev } G)^{1/16}.
\]

This completes the proof of Theorem 9.1. \( \square \)

In turns out that the \( \square \)-product described in \S 3 can be used to form arbitrarily large quasi-random graphs that are essentially optimal from the point of view of having \( \lambda_2 \) small. Here is an outline of the relevant facts. Let \( G = G(n) \) be a graph with \( \text{dev } G < 1 \) (i.e., \( G \) is not a complete bipartite graph). Let \( A(G) \) be the adjacency matrix of \( G \), and let \( M = M(G) = J - 2A(G) \), where \( J \) is the \( n \times n \) matrix of all 1’s. Thus, \( M \) is symmetric with 1’s on the diagonal. Let \( \omega_i \), \( 1 \leq i \leq m \), denote the eigenvalues of \( M \), ordered so that \( |\omega_1| \geq |\omega_2| \geq \cdots \geq |\omega_n| \). Then \( G^{\square t} := \bigotimes_{i=1}^t G \) has \( M(G^{\square t}) := M^{(t)} = \bigotimes_{i=1}^t M \) (the ordinary tensor product). Since \( \text{dev } G < 1 \) then \( \text{dev}(G^{\square t}) = (\text{dev } G)^{t} = o(1) \) as \( t \to \infty \). Thus, \( M^{(t)} \) has as an eigenvector \( \vec{1} + \vec{\epsilon} \) where \( \vec{1} \) is the all 1’s vector of length \( N = n^t \),
and each component of $\bar{e}$ is $o(1)$. This implies that the largest eigenvalue of $A^{(t)} := A(G_{Dt})$ is $(1 + o(1))N/2$ while $\lambda_2^{(t)}$, the second largest eigenvalue of $A^{(t)}$ (in absolute value) is at most $(\frac{1}{2} + o(1))|\omega_1| = (\frac{1}{2} + o(1))N^{\log |\omega_1|/\log \log n}$. Now, it is well known (see [FK81]) that if a graph $H$ on $N$ vertices has all but $o(N)$ vertices with degrees $(1 + o(1))N/2$, $N \to \infty$, then $\lambda_2(H)$, its second largest eigenvalue, must satisfy $\lambda_2(H) > cN^{1/2}$ for some $c > 0$. Could our product graphs $G_{Dt}$ meet this bound? They could, but only if $\log |\omega_1|/\log n = 1/2$, i.e., $|\omega_1| = \sqrt{n}$, for the starting matrix $M$. However, since

$$\text{trace}(M^T M) = n^2 = \sum_{i=1}^{n} \omega_i^2,$$

then the only way $|\omega_1|$ can equal $\sqrt{n}$ is for all $\omega_i = \pm \sqrt{n}$ (as observed by L. Lovász [L89]). This implies that if we set $U$ to be the (unitary) matrix formed by the eigenvectors $\bar{e}_i$, then

$$(U^T M^T)(MU) = U^{-1} M^T M U = nI,$$

i.e., $M^T M = nI$, which just means that $M$ is a Hadamard matrix. Since $\text{Tr}(M) = n = \sum_{i=1}^{n} \omega_i$ and each $\omega_i = \pm \sqrt{n}$, then $n$ must be a perfect square. The smallest nontrivial example of this is given by the matrix

$$M_4 = \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & 1 & -1 & -1 \\ 1 & -1 & 1 & -1 \\ 1 & -1 & -1 & 1 \end{bmatrix}$$

with corresponding 4-vertex graph

$$G_4: \circ$$

Of course, there are other ways to generate symmetric Hadamard matrices (with diagonal 1) besides taking tensor products (see [Wa88]). However, it is interesting that the simple $\square$-product can produce graphs with such good $\lambda_2$ behavior.

Of course in principle all of the asymptotic results in [CGW89] and [CG90(a)] have explicit versions (i.e., not involving $o(1)$). We give Theorem 9.1 as an example of just how such a translation can be made in this case. The reverse direction, bounding dev $G$ in terms of the maxima of the three quantities $|e - n^2/4|$, $|\lambda_1 - n/2|$ and $|\lambda_2|$, we leave as an interesting exercise for the reader. We mention one more such translation since it involves one of the most innocuous sounding conditions for quasi-randomness. Here, $C_4$ denotes a 4-cycle, i.e., the graph with vertices $\{a, b, c, d\}$ and edges $\{a, b\}$, $\{b, c\}$, $\{c, d\}$, and $\{d, a\}$. 

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Theorem 9.2. Let \{G(n)\} be a family of graphs where \(G(n)\) has \(n\) vertices and \(e(G(n))\) edges. Then
\[
\text{dev}_G(n) = o(1)
\]
if and only if
\[
e(G(n)) \geq (1 + o(1))\frac{n^2}{4} \quad \text{and} \quad \#\{C_4 \subset G(n)\} \leq (1 + o(1))\frac{n^2}{16}, \quad n \to \infty.
\]
An explicit form of this result (which can be proved along the lines given in the proof of Theorem 9.1) is

Theorem 9.3. Let \(G\) be any graph with \(n\) vertices and \(e(G)\) edges. Then,
\[
\begin{align*}
(i) \quad e(G) \geq (n^2/4)(1 - (\text{dev}_G)^{1/4}); \\
(ii) \quad \#\{C_4 \subset G\} \leq (n^4/16)(1 + (\text{dev}_G)^{1/4})^4. \quad \text{Also,} \\
(iii) \quad e(G) \geq (\frac{1}{4} - \alpha)n^2 \quad \text{and} \quad \#\{C_4 \subset G\} \leq (\frac{1}{4} + \alpha)^2n^4 \quad \text{implies} \quad \text{dev}_G \leq 8\alpha(33 - 26\alpha).
\end{align*}
\]

It would be interesting to know what the sharpest results of this form are. (A recent paper of Spencer and Tetali [ST(a)] also deals with quantitative aspects of quasi-randomness for graphs.)

A curious singularity occurs for graphs in connection with Facts 4.7 and 4.8. It follows from these results that for any \(0 < \alpha < 1\), \(\text{dev}_G(n) = o(1)\) if and only if for all \(X \subset V\) with \(|X| = (1 + o(1))\alpha n\), \(G[X]\) has \((1 + o(1))\alpha^2n^2/4\) edges. In particular, this implies that \(e(X, \overline{X})\), defined to be the number of edges in \(G\) that hit both \(X\) and \(\overline{X}\), satisfies
\[
(9.7) \quad e(X, \overline{X}) = (1 + o(1))\alpha(1 - \alpha)n^2/2.
\]
A natural question is whether the converse holds, that is, if \((9.7)\) holds for all \(X \subset V\) with \(|X| = (1 + o(1))\alpha n\) then \(\text{dev}_G(n) = o(1)\) (i.e., \(\{G(n)\}\) is quasi-random).

Any such hopes, however, are shattered by the following obstruction. Let \(H\) be a graph with vertex set \(A \cup B\), with \(A\) and \(B\) disjoint and \(|A| = |B| = n/2\). The edge set of \(H\) will consist of the pairs \(\binom{4}{2}\) together with a random bipartite graph between \(A\) and \(B\) (i.e., each edge \(\{a, b\}\) is chosen independently with probability \(1/2\)). Then it is not hard to see that for almost all \(H\), every set \(X \subset A \cup B\) of size \(n/2\) spans \(n^2/8 + O(n)\) edges. However, a simple calculation shows that \(\text{dev}_H = \frac{1}{2} + o(1)\).

What is surprising, however, is that \(1/2\) is the only value of \(\alpha\) for which the converse fails to hold. We outline a proof of this fact.

Theorem 9.4. Let \(0 < \alpha < 1/2\) and suppose \(G = G(n) = (V, \mu)\) satisfies \((9.7)\) for all \(X \subset V\) with \(|X| = (1 + o(1))\alpha n\). Then \(\text{dev}_G = o(1)\), \(n \to \infty\).

Proof. To begin with, we define for integers \(r\) and \(t\) with \(3 \leq r < t/2\) the matrix \(M = M_{r,t} = (M(I, e))\), where \(I\) ranges over all \(\binom{[t]}{r}\), the set of \(r\)-element subsets of \([t] := \{1, 2, \ldots, t\}\), \(e\) ranges over \(\binom{[t]}{2}\), and
\[
M(I, e) = \begin{cases} 
1 & \text{if } |e \cap I| = 1, \\
0 & \text{otherwise}.
\end{cases}
\]
We can think of forming a complete graph $K_t$ on $[t]$, and, for each complete bipartite graph $K(I, \bar{I})$ (on vertex sets $I$ and $\bar{I} := [t] \setminus I$) and each edge $e$, letting $M(I, e)$ indicate which $e$ are edges of $K(I, \bar{I})$. A related, but somewhat more complicated, matrix $M^* = (M^*(e, I))$ is given by

$$M^*(e, I) = \begin{cases} 
-(r-1)(r(t-2r)+2(r-1)) & \text{if } |e \cap I| = 0, \\
(r-1)(t-r-1)(t-2r) & \text{if } |e \cap I| = 1, \\
-(t-r-1)((t-r)(t-2r)-2(t-r-1)) & \text{if } |e \cap I| = 2,
\end{cases}$$

where, as in $M$, $I \in \binom{[t]}{l}$ and $e \in \binom{[t]}{2}$. In particular, $M$ is $\binom{t}{l} \times \binom{t}{l}$ and $M^*$ is $\binom{t}{l} \times \binom{t}{l}$.

The two matrices $M$ and $M^*$ are related by

$$M^* M = 2(t-2r) \frac{(t-2)!}{(r-2)!(t-r-2)!} I_\binom{t}{l}$$

where $I_\binom{t}{l}$ is the identity matrix of size $\binom{t}{l}$. Equation (9.8) follows by direct computation using the definitions of $M$ and $M^*$. Thus, $M^*$ is a (scalar multiple of a) left inverse of $M$, and it follows in particular that $M$ has full rank, i.e., rank equal to $\binom{t}{l}$. We remark that for $t = 2r$, the matrix $M_{r,t} = M_{r,2r}$ only has rank $(2r-1)$. This turns out to be the underlying reason for the special behavior of the value $\alpha = 1/2$.

Now, consider the property $Q(\alpha)(e)$ for $\varepsilon > 0$, $\alpha < 1/2$, defined by:

$$Q(\alpha)(e): \text{ If } X \subset V \text{ with } |X - \alpha n| < \varepsilon n \text{ then } |e(X, \bar{X}) - \frac{1}{2} \alpha(1-\alpha)n^2| < \varepsilon n^2 \text{ for } n > n_0(\varepsilon).$$

We want to apply $Q(\alpha)(\varepsilon)$ to $G = G(n)$ in the following way. Let $t$ be large (but fixed) and assume for ease of exposition that $n = tm$ for some integer $m$. Partition the vertex set $V$ of $G$ into disjoint sets $C_1, C_2, \ldots, C_t$, each of size $m$, and define

$$\rho_{ij} := \frac{1}{m^2} e(C_i, C_j), \quad 1 \leq i < j \leq t,$$

where $e(C_i, C_j)$ denotes the number of edges of $G$ between $C_i$ and $C_j$. We can associate with this construction a weighted complete graph $K_t$ on $[t]$, with the edge $e = \{i, j\}$ of $K_t$ receiving the weight $\rho(e) = \rho_{ij}$.

We now fix $r$ with $3 \leq r < t/2$ so that $\beta := r/t$ is close to $\alpha$ (we will be more precise later). We first apply $Q(\beta)(\varepsilon)$ to $G$. This then implies that for each $I \subset \binom{[t]}{r}$, if we form $X = \bigcup_{i \in I} C_i$ then the number $e(X, \bar{X}) = c(I)$ of crossing edges, which is just

$$c(I) = \sum_{i \in I} e(C_i, C_j) = m^2 \sum_{i \in I} \rho_{ij},$$

satisfies

$$m^2 M \bar{\rho} = \bar{c},$$
where \( \bar{\rho} = [\rho(e)]_{e \in [l]} \) and \( \bar{c} = [c(I)]_{I \in [l]} \) are column vectors. By \( Q^{(\beta)}(e) \), we know
\[
(9.11) \quad c(I) = (\frac{1}{2} \beta (1 - \beta) + e(I))n^2,
\]
where \( |e(I)| < e, \ I \in [l] \).

Now, we invert (9.10) by left-multiplying by \( M^* \) to get
\[
(9.12) \quad m^2 M^* \bar{\rho} = 2(t - 2r) \frac{(t - 2)!}{(r - 2)! (t - r - 2)!} \bar{\rho} = M^* \bar{c}.
\]
However, direct computation shows that
\[
(9.13) \quad M^* \bar{I} = \frac{2(t - 2r)(t - 2)!}{r(t - r)(r - 2)! (t - r - 2)!} \bar{I}
\]
where \( \bar{I} \) denotes a column vector of all 1's. Thus, we obtain from (9.11), (9.12), and (9.13)
\[
(9.14) \quad |\rho(e) - \frac{1}{2} \beta (1 - \beta) n^2| < e n^2
\]
for each \( e \in [l] \) and \( n > n_0(e) \). This means that all the "edge densities" \( \rho_{ij} \) between the various clusters \( C_i \) and \( C_j \) in \( G \) are very close to what is expected.

Of course, to apply \( Q^{(\alpha)} \) rather than \( Q^{(\beta)} \), we choose a sufficiently close rational approximation \( \beta = \frac{r}{t} \) to \( \alpha \). It then finally follows that any \( n/2 \) points of \( G \) span \( \frac{1}{2} \alpha (1 - \alpha) n^2 + o(n^2) \) edges, which in turn implies quasi-randomness, i.e., \( \text{dev} G = o(1) \). This argument works for \( \alpha \neq 1/2 \) and fails for \( \alpha = 1/2 \) precisely because the matrix \( M_{r,t} \) has full rank \( \left( \frac{r}{2} \right) \) for \( 2 \leq r \leq t - 2, \ r \neq t/2 \), but only has rank \( \left( \frac{r - 1}{2} \right) \) when \( r = t/2 \) (which corresponds to \( \alpha = 1/2 \)).

A fuller discussion (and a completely different proof) of this result is given in [CG(a)]. We do not know at present what the corresponding results are for \( k > 2 \). The first case would be: Suppose \( G = G(n) = (V, \mu) \) is a 3-graph so that for any partition \( V = A \cup B \cup C \) with \( |A| = |B| = |C| = n/3 \), the number \( e(A, B, C) \) of edges of \( G \) of the form \( \{a, b, c\} \) and \( a \in A, \ b \in B, \ c \in C \) satisfies
\[
e(A, B, C) = (1 + o(1)) n^3 / 54.
\]

Does this imply \( \text{dev}(G) = o(1) \) as \( n \to \infty \)?

We conclude this section by pointing out that as soon as a family of graphs \( G(n) \) fails to satisfy one of the quasi-random properties, then in fact all quasi-random properties must fail for \( G(n) \). Relatively little is known quantitatively about this phenomenon. In [CG90(b)], the following is proved.

**Theorem 9.5.** Let \( H(t) \) be an arbitrary fixed graph on \( t \) vertices, and suppose that \( \#\{H(t) < G(n)\} = 0 \) for a family of graphs \( G(n), \ n \to \infty \). Then there exists \( S \subset V(G(n)) \) with \( |S| = \lfloor n/2 \rfloor \) such that \( |e(G[S]) - n^2/16| > 2^{-(2r^2 + 27)} n^2 \) for \( n \geq n_0(t) \).
It is not whether a substantially sharper bound applies (e.g., of the form $2^{-\alpha t}n^2$), and just how the “truth” depends on the structure of the excluded graph $H(t)$.

10. Tournaments

In this section we show how some of the preceding ideas can be applied to the most commonly occurring directed graphs, namely, tournaments (e.g., see [M68]). We will not include all of the details (which can be found in [CG(c)]) but rather discuss the basic results and show how they connect to ordinary graphs.

A tournament $T = (N, \mu_T)$ consists of a set $N = N(T)$, called the nodes of $T$, together with an (antisymmetric) function $\mu_T : N^2 \to \{1, -1\}$. Thus, for $x \neq y$ in $N$, $\mu_T(x, y) = -\mu_T(y, x)$. By convention, $\mu_T(x, x) = 1$ for all $x \in N$. The pairs $(x, y) \in \mu_T^{-1}(-1) := A(T)$ are called the arcs of $T$. As usual, $T(n)$ will denote a tournament on $n$ nodes. Define $nd^-(v)$ for a node $v$ of $T$ to be $\{u \in N|\mu_T(u, v) = -1\}$; similarly, define $nd^+(v) := \{u \in N|\mu_T(v, u) = -1\}$. The indegree $d^-(v)$ and outdegree $d^+(v)$ of $v$ are defined by

$$d^-(v) := |nd^-(v)|, \quad d^+(v) := |nd^+(v)|.$$

For $v \in N$, $X \subset N$, we let

$$d^-(v, X) := |nd^-(v) \cap X|, \quad d^+(v, X) := |nd^+(v) \cap X|.$$

Also, for $X, X' \subset N$, define

$$d^-(X, X') := \sum_{v \in X} d^-(v, X'), \quad d^+(X, X') := \sum_{v \in X} d^+(v, X').$$

An ordering of $T = T(n)$ is a 1-to-1 mapping $\pi : N \to [n] = \{1, 2, \ldots, n\}$. An arc $(u, v)$ is said to be $\pi$-increasing if $\pi(u) < \pi(v)$; otherwise we say that $(u, v)$ is $\pi$-decreasing. The undirected graph $T_\pi^+$ on $N$ is formed by creating for each $\pi$-increasing arc $(u, v)$ of $T$ under the ordering $\pi$ an (undirected) edge $\{u, v\}$ of $T_\pi^+$.

For two nodes $u, v \in N$, the sameness set $S(u, v)$ is defined by

$$S(u, v) := \{z \in N|\mu_T(u, z) = \mu_T(v, z)\},$$

and we let $s(u, v) := |S(u, v)|$.

If $T' = (N', A')$ is a given tournament (or more generally, a directed graph), we let $\#\{T' < T\}$ denote the number of labelled occurrences of $T'$ as an induced subtournament (or sub-digraph) of $T$. In other words,

$$\#\{T' < T\} := |\{\lambda : N' \to N|T[\lambda(N')] \cong T'\}|$$

where $\cong$ denotes the obvious tournament isomorphism. Finally, we define a structure analogous to EPO's in the case of graphs. We call a sequence $(v_0, v_1, v_2, v_3)$ an even 4-cycle (E4C) if

$$\mu_T(v_0, v_1)\mu_T(v_1, v_2)\mu_T(v_2, v_3)\mu_T(v_3, v_0) = 1.$$
We let \( \#\{E4C \subseteq T\} \) denote the number of (labelled) E4C's in \( T \).

As in the case of graphs, we can define the deviation of \( T = T(n) \) by

\[
\text{dev} \ T := \frac{1}{n^4} \sum_{v_0, v_1, v_2, v_3} \mu_T(v_0, v_1, v_2, v_3) \mu_T(v_1, v_2, v_3, v_0) \mu_T(v_2, v_3, v_0, v_1) \mu_T(v_3, v_0, v_1, v_2).
\]

We next state a collection of properties of a family of tournaments that are shared by almost all random tournaments \( T_{1/2}(n) \), \( n \to \infty \). The essential content of our next theorem asserts the equivalence of all of these properties.

We only state them in their (weaker) asymptotic forms although we will indicate how they can be converted to "absolute" forms (i.e., with no occurrences of \( o(1) \)).

**Theorem 10.1.** For any family of tournaments \( T = T(n) \), the following statements are equivalent as \( n \to \infty \):

(i) \( \text{dev} \ T = o(1) \);

(ii) For any fixed \( x \), each tournament \( T'(s) \) on \( s \) nodes satisfies

\[
\#\{T'(s) < T\} = (1 + o(1))n^n 2^{-\frac{s}{2}};
\]

(iii) Each tournament \( T'(4) \) on 4 nodes satisfies

\[
\#\{T'(4) < T\} = (1 + o(1))n^4 / 64;
\]

(iv) \( \#\{E4C \subseteq T\} = (1 + o(1))n^4 / 2 \);

(v) \( \sum_{u, v \in N} |s(u, v) - n/2| = o(n^3) \);

(vi) \( \sum_{u, v \in N} |\{w \in N| \mu_T(u, w) = 1 = \mu_T(v, w)\}| - n/4| = o(n^3) \);

(vii) For all \( X \subseteq N \), \( T = T[X] \) satisfies

\[
\sum_{v \in X} |d^+(v) - d^-(v)| = o(n^2);
\]

In this case we say that \( T \) is almost balanced;

(viii) Every subtournament \( T' \) of \( T \) on \( \lfloor n/2 \rfloor \) nodes is almost balanced;

(ix) For every partition of \( N = X \cup Y \) with \( |X| = \lfloor n/2 \rfloor \), \( |Y| = \lfloor n/2 \rfloor \), we have

\[
\sum_{v \in X} |d^+(v, Y) - d^-(v, Y)| = o(n^2);
\]

(x) For all \( X, Y \subseteq N \),

\[
\sum_{v \in X} |d^+(v, Y) - d^-(v, Y)| = o(n^2);
\]

(xi) For every ordering \( \pi \) of \( T \),

\[
|\{u, v \in N| (u, v) \text{ is } \pi \text{-increasing}\}| = (1 + o(1))n^2 / 2;
\]

(xii) For every ordering \( \pi \) of \( T \), \( \text{dev} T^+_\pi = o(1) \);

(xiii) For some ordering \( \pi \) of \( T \), \( \text{dev} T^+\pi = o(1) \).
The last two properties relate quasi-randomness of tournaments to quasi-randomness of graphs. However, there are several differences that should be noted.

On one hand, whereas \( \text{dev } G = 1 \) whenever \( G \) is a complete bipartite graph, \( \text{dev } T \) is always bounded strictly below 1. The exact value of \( \rho := \sup_T \text{dev } T \) is not known, although it can be shown that \( \frac{1}{3} \leq \rho \leq \frac{11}{12} \). (In §11, we characterize all \( k \)-graphs \( H \) with \( \text{dev } H = 1 \).)

Further, it should be pointed out that the analogue to Theorem 9.4 does not hold for tournaments. To explain what we mean by this, consider the following set of properties for a family of tournaments \( T(n) \) with node set \( N \):

(a) For the “cyclic” tournament \( C_3 \) with node set \{1, 2, 3\} and arcs \((1, 2), (2, 3), (3, 1)\),
\[
\#\{C_3 < T(n)\} \geq (1 + o(1))n^3/8;
\]
(b) \( T(n) \) is almost balanced, i.e.,
\[
\sum_{v \in N} |d^{+}_{T(n)}(v) - d^{-}_{T(n)}(v)| = o(n^2);
\]
(c) For every partition of \( N = X \cup Y \),
\[
d^+(X, Y) - d^-(X, Y) = o(n^2);
\]
(d) For every partition of \( N = X \cup Y \) with \(|X| = [n/2], |Y| = [n/2]\),
\[
d^+(X, Y) - d^-(X, Y) = o(n^2).
\]

In [CG(c)] it is shown that these four properties are equivalent. They are also strictly weaker than having \( \text{dev } T = o(1) \) as the following example shows.

**Example.** Let \( T^* = T^*(n) \) have node set \( X \cup Y \cup Z \) with \(|X| = |Y| = |Z| = n/3\). Each of the subtournaments \( T^*[X], T^*[Y], T^*[Z] \) will be random. The remaining arcs of \( T^* \) are all the pairs \( X \times Y, Y \times Z, Z \times X \). It is easily checked that (almost always) \( T^* \) satisfies (a) (and therefore (b), (c), and (d)) but not any of the conditions in Theorem 10.1, since \( \text{dev } T^* \to 2/9 \) as \( n \to \infty \).

In particular, if we arbitrarily fix \( \alpha \in (0, 1) \) then for any \( X \subset N \) with \(|X| = (1 + o(1))\alpha n\), we see by (c) that in \( T^* \) there are \((1 + o(1))\alpha(1 - \alpha)n^2/2\) arcs from \( X \) to \( Y \). Thus, if we choose an ordering \( \pi \) of \( T^* \) so that all \((x, y), x \in X, y \in Y \) are \( \pi \)-increasing, then in the graph \( T^*_\pi \), there are \((1 + o(1))\alpha(1 - \alpha)n^2/2\) edges between \( X \) and \( Y \).

As remarked earlier, all the tournament properties we have described can be formulated in absolute, as opposed to asymptotic, terms. For example, it can be shown (see [CG(c)]) that:

\[(v') \sum_{u, v \in N} |s(u, v) - n/2| \leq n^3(\text{dev } T)^{1/2};\]

\[(vii') \text{For all } X \subset N, T' = T[X] \text{ satisfies } \sum_{v \in X} |d^+_{T'}(v) - d^-_{T'}(v)| \leq n^2(\text{dev } T)^{1/4};\]
(xi') For any ordering \( \pi \) of \( T \),
\[
|\{(u, v) \text{ is } \pi \text{-increasing}\}| - |\{(u, v) \text{ is } \pi \text{-decreasing}\}| \leq 5\sqrt{5}n^2(\text{dev } T)^{1/8};
\]

(xii') For every ordering \( \pi \) of \( T \), if \( G = T^\pi_\pi \), the increasing arc graph of \( T \) under \( \pi \), then
\[
10^{-75}(\text{dev } T)^{24} \leq \text{dev } G \leq 40\sqrt{300\sqrt{5}(\text{dev } T)^{1/16}}.
\]

Of course, these bounds are rather crude and are only intended to illustrate the principle. It would be interesting to obtain sharp bounds for these various expressions (particularly (xii')).

Properties (xii) and (xiii), linking graphs and tournaments, give us a potent new way for constructing large classes of graphs with small deviation from a single one with this property. Namely, suppose we start with a graph \( G = (V, \mu_G) \) where we assume \( V = [n] = \{1, 2, \ldots, n\} \). We can associate to \( G \) a tournament \( T = T_G = (V, \mu_T) \) by taking
\[
\mu_T(i, j) = \text{sign}(j - i)\mu_G({i, j}), \quad i \neq j.
\]
Thus, if \( \text{id}: [n] \to [n] \) denotes the identity map then \( G \) is just \( T^\text{id}_{T_G} \). Now, let \( \pi \) be an arbitrary ordering of \( T \), and let \( G_\pi := T^\pi_\pi \). Applying (xii'), we obtain
\[
(10.2) \quad \text{dev } G_\pi < 2000(\text{dev } G)^{1/384}.
\]
Thus, if \( \text{dev } G = o(1) \) then \( \text{dev } G_\pi = o(1) \) as \( n \to \infty \). Of course, to go from \( G \) to \( G_\pi \) directly (avoiding intermediate tournaments), we simply permute the (ordered) vertex set with \( \pi \), and interchange edges with nonedges for all pairs inverted by \( \pi \). To the best of our knowledge, this transformation on graphs has not been treated before in the literature, so its properties are yet to be explored.

The preceding analysis can be carried out for ordered \( k \)-graph analogues of tournaments \( T^* = (V, \mu^*) \). Here, \( \mu^*: V^k \to \{1, -1\} \) so that for any permutation \( \pi: V \to V \),
\[
\mu^*(\pi(x_1, \ldots, x_k)) = (-1)^{\text{sign } \pi} \mu^*(x_1, \ldots, x_k),
\]
where \( V^k \) denotes \( \{(x_1, \ldots, x_k) \in V^k : x_i \text{ are distinct}\} \). We hope to return to this in a future paper.

11. \( k \)-GRAPHS WITH DEVIATION 1

In this section we characterize those \( k \)-graphs \( H = H^{(k)} = (V, \mu_H) \) that have \( \text{dev } H = 1 \). These are important since it is precisely the \( k \)-graphs \( G \) with \( \text{dev } G < 1 \) for which \( G^{\text{der}} \) becomes quasi-random as \( t \to \infty \).

To begin our discussion we need to introduce the coboundary operators \( \delta^{(i)} \), \( i \geq 0 \), mapping \( k \)-graphs \( H = (V, \mu_H) \) to \((k+i)\)-graphs \( \delta^{(i)}(H) = (V, \mu_{\delta^{(i)}(H)}) \), defined by taking, for \( X \in \binom{V}{k+i} \),
\[
(11.1) \quad \mu_{\delta^{(i)}(H)}(X) = \prod_{Y \in \binom{X}{k}} \mu_H(Y).
\]
Thus, $X$ is an edge of $\delta^{(i)}(H)$ if and only if $X$ contains an odd number of edges of $H$ as subsets. In particular, $\delta^{(0)}(H)$ is just $H$ itself. (A more general version of this definition occurs in Hu [H49]). We next establish several basic properties of $\delta^{(i)}$. For integers $a, b \geq 0$, let us say that $a$ and $b$ are disjoint base 2, if the base 2 expansions of $a$ and $b$ have no common 1's. That is, if $a = \sum_{i \geq 0} a_i 2^i$, $b = \sum_{i \geq 0} b_i 2^i$, $a_i, b_i \in \{0, 1\}$, then $a$ and $b$ are disjoint base 2 if and only if $a_i b_i = 0$ for all $i$.

Also, we let $H_\emptyset(k) = (V, \mu_\emptyset)$ denote the trivial $k$-graph on $V$, i.e., with

$$\mu_\emptyset(X) = 1 \quad \text{for all } X \in \binom{V}{k}.$$ 

**Fact 11.1.** For $a, b \geq 0$,

\begin{equation}
\delta^{(a)}(\delta^{(b)}(H)) = \begin{cases} 
\delta^{(a+b)}(H) & \text{if } a \text{ and } b \text{ are disjoint base 2,} \\
H_\emptyset & \text{otherwise.}
\end{cases}
\end{equation}

**Proof.** For $X \in \binom{V}{k+a+b}$,

\[
\mu_{\delta^{(a)}(\delta^{(b)}(H))}(X) = \prod_{Y \in \binom{X}{k+a+b}} \mu_{\delta^{(b)}(H)}(Y) = \prod_{Y \in \binom{X}{k+b}} \prod_{Z \in \binom{Y}{k}} \mu_{H}(Z) = \prod_{Z \in \binom{X}{k}} \prod_{Z \subseteq Y \subseteq X} \mu_{H}(Z) \prod_{Z \in \binom{X}{k}} \mu_{H}(Z) = \prod_{Z \in \binom{X}{k}} \mu_{H}(Z)^{a+b} = \begin{cases} 
\delta^{(a+b)}(H)(Z) & \text{if } \binom{a+b}{a} \text{ is odd,} \\
1 & \text{if } \binom{a+b}{a} \text{ is even.}
\end{cases}
\]

However, $\binom{a+b}{a}$ is odd if and only if $a$ and $b$ are disjoint base 2 (e.g., see [GKP89]) and the proof is complete. \( \square \)

As an immediate consequence we have $\delta^{(i)} \cdot \delta^{(i)} = 0$, the trivial map (sending $H^{(k)}$ to $H^{(k+2i)}_{\emptyset}$) for every $i > 0$.

**Fact 11.2.** For $k$-graphs $H$ and $H'$ on $V$,

\begin{equation}
\delta^{(i)}(H \vee H') = \delta^{(i)}(H) \vee \delta^{(i)}(H').
\end{equation}

**Proof.** For $X \in \binom{V}{k+i}$,

\[
\mu_{\delta^{(i)}(H \vee H')}(X) = \prod_{Y \in \binom{X}{k}} \mu_{H \vee H'}(Y) = \prod_{Y \in \binom{X}{k}} \mu_{H}(Y) \mu_{H'}(Y) = \prod_{Y \in \binom{X}{k}} \mu_{H}(Y) \prod_{Y \in \binom{X}{k}} \mu_{H'}(Y) = \mu_{\delta^{(i)}(H)}(X) \mu_{\delta^{(i)}(H')}(X).
\]

Thus,

$$\delta^{(i)}(H \vee H') = \delta^{(i)}(H) \vee \delta^{(i)}(H'). \quad \square$$
We will use the convention that for any set $V$, there are just two distinct 0-graphs $H^{(0)} = (V, \mu)$. One is $H^{(0)}_\varnothing$ for which $\mu \equiv 1$; the other is the "complement" $H^{(0)}_\varnothing$ for which $\mu \equiv -1$.

The main result of this section is the following.

**Theorem 11.1.** For a $k$-graph $H^{(k)} = (V, \mu)$,

(11.4) \[ \text{dev} H^{(k)} = 1 \]

if and only if

(11.5) \[ H^{(k)} = \bigwedge_{i=1}^{k} \delta^{(i)}(H^{(k-i)}) \]

for some choice of $(k - i)$-graphs $H^{(k-i)} = (V, \mu_{k-i})$, $1 \leq i \leq k$.

**Proof.** $\Leftarrow$: Assume $G = G^{(m)}$ and fix $i \geq 1$. By Definition (3.1),

(11.6) \[ \text{dev} \delta^{(i)}(G) = \frac{1}{n^{2m}} \sum_{\varepsilon} \prod_{\ell} \mu_{\delta^{(i)}(G)}(\varepsilon) \prod_{a \in \binom{\varepsilon}{m}} \mu_{G}(\bar{a}) \]

We must show that each of the summands is 1. We use the notation $\bar{a} \in \binom{\varepsilon}{m}$ for $\bar{a} \in V^{m+i}$ to indicate that $\bar{a}$ is a subsequence of $\varepsilon$ of length $m$. Then

\[ \prod_{\ell} \mu_{\delta^{(i)}(G)}(\varepsilon) = \prod_{a \in \binom{\varepsilon}{m}} \mu_{G}(\bar{a}) \]

\[ = \prod_{a \in \binom{\varepsilon}{m}} \mu_{G}(\bar{a}) 2^i = 1 \]

since for each $\bar{a} \in \binom{\varepsilon}{m}$, there are $i$ unselected coordinates, each of which has 2 (ordered) choices. The proof of (11.4) now follows by repeated application of (4.14).

$\Rightarrow$: Suppose $H^{(k)} = H^{(k)}(n) = (V, \mu)$ has edge set $E = E(H^{(k)})$ and satisfies $\text{dev} H^{(k)} = 1$. We proceed by induction on $k$ and then on $n$. For $k = 1$ the assertion is immediate since in this case we must have either $E = V$ or $E = \varnothing$. The first case is just $H^{(1)} = \delta^{(1)}(H^{(0)}_\varnothing)$; the second is just $H^{(1)} = \delta^{(1)}(H^{(0)}_\varnothing)$. Assume for some $k > 1$ that the assertion holds for all values less than $k$. Now, if $n = k$ the only possibility is that $H^{(k)}$ has no edges, i.e., $\mu \equiv 1$. In this case, $H^{(k)} = \delta^{(1)}(H^{(k-1)}_1)$ where $H^{(k-1)}_1$ is a $(k - 1)$-graph on $V$ having no edges. So, assume the implication holds for all values less than some $n > k$. We will show that it also holds for $n$.

Select an arbitrary fixed vertex $x \in V$ and form $G^{(k)} = H^{(k)} \triangledown \delta^{(1)}(H^{(k)}(x))$, where $H^{(k)}(x)$ is the neighborhood graph of $H^{(k)}$ at $x$. It is easy to check that $x$ is isolated in $G^{(k)}$, i.e., no edge of $G^{(k)}$ contains $x$. Furthermore, by (4.14)

\[ \text{dev} G^{(k)} = \text{dev}(H^{(k)} \triangledown \delta^{(1)}(H^{(k)}(x))) = 1 \]
since \( \text{dev} H^{(k)} = 1 \) (by hypothesis) and \( \text{dev} \delta^{(1)}(H^{(k)}(x)) = 1 \) by the first part of Theorem 11.1.

Now, define \( V^- := V \setminus \{x\} \) and \( G^- := G^{(k)}[V^-] \). Thus, \( X \subset (k) \) is an edge of \( G \) if and only if \( X \) is an edge of \( G^- \). Consequently, \( \text{dev} G^- = 1 \). However, \( G^- \) is a \( k \)-graph on \( n - 1 \) vertices so by induction we have

\[
G^- = \bigtriangledown_{i=1}^{k} \delta^{(i)} G^{(k-i)}
\]

for some choice of \((k - i)\)-graphs \( G^{(k-i)} \) on \( V^- \), \( 1 \leq i \leq k \). To complete the proof, define \((k - i)\)-graphs \( H^{(k-i)} \) and \((k - i - 1)\)-graphs \( G^{+(k-i-1)} \) on \( V \) by taking

\[
E(H^{(k-i)}) = E(G^{(k-i)}),
E(G^{+(k-i-1)}) = \{X \cup \{x\} | X \in G^{(k-i)}\}
\]

for \( 1 \leq i \leq k \). The last (straightforward) computation to check is that

\[
H^{(k)} = \bigtriangledown_{i=1}^{k} (\delta^{(i)}(H^{(k-i)}) \bigtriangledown \delta^{(i-1)}(G^{+(k-i-1)}))
\]

which then by Fact 11.2 yields the desired representation. \( \square \)

We have normally assumed for \( k \)-graphs \( H = (V, \mu) \) that \( \mu = 1 \) if two arguments are equal. In the case of graphs, this is just the assumption that \( H \) has no loops. With this requirement we can assume that the final factor in (11.5) is trivial, i.e., \( \delta^{(k)}(H^{(0)}) \). This \( k \)-graph is just \( H^{(k)} \) (having no edges) and consequently does not affect the product. Thus, for graphs \( G \) we have:

\[
\text{dev} G = 1 \iff G \text{ is a complete bipartite graph } K_{r,s}.
\]

Note that if either \( r \) or \( s \) is 0, then \( G \) just consists of isolated points.

We remark that this section contains the seeds from which various cohomological aspects of \( k \)-graphs can be developed. We have begun this in [CG(b)].

12. SOME EXPlicit CONSTRUCTIONS

In this section we give a few of the simplest constructions for \( k \)-graphs having small deviation or \( l \)-deviation. By the earlier results, these \( k \)-graphs consequently behave like random \( k \)-graphs in many respects, and can often be used in place of random \( k \)-graphs. Unlike random \( k \)-graphs, however, their precise structure is determined, and can be employed in other ways. A typical example of this phenomenon is the case of so-called "expander" graphs in communication networks. Random graphs have excellent expanding properties but are difficult to use when precise algorithms for routing (for example) are required. To begin with, suppose \( H_i \), \( 1 \leq i \leq m \), is a family of \( k \)-graphs. By (4.8) we have for \( H^* := \sqcup_{i=1}^{m} H_i \),

\[
\text{dev} H^* = \prod_{i=1}^{m} \text{dev} H_i.
\]
Thus, if each \( t_i \) is bounded away from 1, then \( \text{dev} H^* = o(1) \) as \( m \to \infty \). In particular, if we take all \( t_i \) equal to a fixed \( k \)-graph \( H \) with \( \text{dev} H = c < 1 \) then

\[
\text{dev} H^{\square m} = c^m,
\]

from which many quantitative quasi-random properties easily follow.

A more arithmetic family of \( k \)-graphs with small deviation is given by the following construction. Let \( p \) denote a fixed (arbitrary) prime. Form the “Paley” \( k \)-graph \( P^{(k)}_p = (V_p, \mu_p) \) as follows:

\[
V_p := GF(p), \text{ the finite field with } p \text{ elements.}
\]

For \( X \in \binom{V_p}{k} \), \( \mu_p(X) := \phi(\sum_{x \in X} x \pmod{p}) \) where \( \phi : GF(p) \to \{1, -1\} \) denotes the nonprincipal quadratic character on \( GF(p) \).

Thus, \( \{v_1, \ldots, v_k\} \) is an edge of \( P^{(k)}_p \) iff \( v_1 + \cdots + v_k \) is a quadratic nonresidue in \( GF(p) \).

Fact 12.1.\( (12.1) \quad \text{dev} P^{(k)}_p = O(p^{-1}), \quad p \to \infty. \)

Proof. We will use the following well-known estimate of Burgess [B62] (also see Weil [We48]). For distinct \( a_1, \ldots, a_s \in GF(p) \),

\[
(12.2) \quad \left| \sum_{x \in GF(p)} \phi(x + a_1) \cdots \phi(x + a_s) \right| \leq (s - 1)\sqrt{p}.
\]

Note that (12.1) holds for nondistinct \( a_i \) as well, provided the product is not identically one. Then

\[
p^{2k} \text{dev} P^{(k)}_p = \sum_{x_i(0), x_i(1) \in \{0, 1\}} \prod_{1 \leq i \leq k} \mu_p(x_1(1), \ldots, x_k(1))
\]

\[
= \sum_{x_i(0), x_i(1) \in \{0, 1\}} \prod_{1 \leq i \leq k} \phi(x_1(1) + \cdots + x_k(1))
\]

\[
= \sum_{x_i(0), x_i(1) \in \{0, 1\}} \left( \sum_{x} \prod_{2 \leq i \leq k} \phi(x + x_2(1) + \cdots + x_k(1)) \right)^2
\]

\[
\leq \sum' \left( 2^{k-1} \sqrt{p} \right)^2 + \sum'' p^2 \quad \text{by (12.2)}
\]

where \( \sum' \) denotes the sum over all choices of the \( x_i(1) \) for which some value \( v \in GF(p) \) occurs as a sum \( x_2(1) + \cdots + x_k(1) \) in an odd number of ways (and \( \sum'' \) represents the complementary set). Consequently,

\[
p^{2k} \text{dev} P^{(k)}_p = O(p^{2k-1}), \quad p \to \infty.
\]

This implies (12.1) and Fact 12.1 is proved. \( \square \)
We point out that essentially the same arguments (from [C90]; see also [GS71]) show that for $1 \leq l < k$, the $k$-graph $G_l = \delta^{(k-l)}(F_p^{(l)})$ satisfies

$$\text{dev}_l G_l = o(1), \quad \text{dev}_{l+1} G_l \geq (1 + o(1))2^{-\binom{k}{l}}, \quad p \to \infty.$$  

It would be interesting to know if in fact we could have

$$\text{dev}_l G'_l = o(1), \quad \text{dev}_{l+1} G'_l = 1 + o(1), \quad n \to \infty$$

for a suitable family of $k$-graphs $G'_l$ on $n$ vertices.

We will describe one more class of quasi-random families of $k$-graphs, the so-called “even intersection” $k$-graphs $I^{(k)}(n)$. The vertex set of $I^{(k)}(n)$ is $2^n$, the collection of all subsets of $\{1, 2, \ldots, n\}$. A $k$-set $\{X_1, \ldots, X_k\}$, $X_i \in 2^n$, is an edge of $I^{(k)}(n)$ if and only if

$$\left| \bigcap_{j=1}^k X_j \right| \equiv 0 \pmod{2}.$$  

Let $\mu$ denote the (multiplicative) edge function for $I^{(k)}(n)$.

**Fact 12.2.**

$$\text{dev} I^{(k)}(n) = o(1), \quad n \to \infty.$$  

**Proof.** Define $N := 2^n$. Since

$$\text{dev} I^{(k)}(n) = \frac{1}{N^{2k}} \sum_{X_i(0), X_i(1)} \prod_{1 \leq i \leq k} \mu(X_1(e_1), \ldots, X_k(e_k))$$

$$= \frac{1}{N^{2k}} \sum_{X_i(0), X_i(1)} \left( \sum_{X} \prod_{2 \leq i \leq k} \mu(X, X_2(e_2), \ldots, X_k(e_k)) \right)^2,$$

then it suffices to show that the number of $X \subset [n]$ for which the sum

$$S := \sum_{e_2, \ldots, e_k} |X \cap X_2(e_2) \cap \cdots \cap X_k(e_k)|$$

is even is $(1 + o(1))N/2$ for almost all choices of $X_i(0)$, $X_i(1) \subset [n]$, $2 \leq i \leq k$.

We will show that this is in fact the case whenever all the $X_i(0)$ and $X_i(1)$ are distinct. First note that the parity of $S$ is unchanged if we make the replacements:

$$X_i(0) \to X'_i(0) := X_i(0) \setminus X_i(1),$$

$$X_i(1) \to X'_i(1) := X_i(1) \setminus X_i(0)$$

since each element $x \in X_i(0) \cap X_i(1)$ affects an even number of terms of $S$. By construction, $X'_i(0)$ and $X'_i(1)$ are disjoint.
Thus, we have reduced our problem to counting the number of $X \subset [n]$ for which the sum

$$S' := \sum_{\varepsilon_2, \ldots, \varepsilon_k} |X \cap X'_2(\varepsilon_2) \cap \cdots \cap X'_k(\varepsilon_k)|$$

is even. Let

$$(12.3) \quad s(\varepsilon_2, \ldots, \varepsilon_k) := s(\varepsilon) := |X'_2(\varepsilon_2) \cap \cdots \cap X'_k(\varepsilon_k)|.$$

Since all $2^{k-1}$ expressions on the right-hand side of (12.3) are disjoint, then the number of $X$ such that $S$ is even is just

$$(12.4) \quad \sum'_{i(\varepsilon)} \prod_{\varepsilon} \left(\frac{s(\varepsilon)}{i(\varepsilon)}\right) 2^{n-s}$$

where the sum $\sum'$ is taken over all $i(\varepsilon)$ such that $\sum_{\varepsilon} i(\varepsilon) \equiv 0 \pmod{2}$, and $\varepsilon := (\varepsilon_2, \ldots, \varepsilon_k)$, $s := \sum_{\varepsilon} s(\varepsilon)$. The interpretation of (12.4) is simply that $S'$ counts the number of ways of choosing $X$ which has $i(\varepsilon)$ elements $X'_2(\varepsilon_2) \cap \cdots \cap X'_k(\varepsilon_k)$. Of course, $S'$ is not affected if $X$ is changed by any subset of $[n] \setminus \bigcup_{i,j} X'_i(\varepsilon_j)$; this accounts for the factor $2^{n-s}$ in (12.4).

However, observe that

$$(12.5) \quad \sum_{i(\varepsilon)} (-1)^{i(\varepsilon)} \prod_{\varepsilon} \left(\frac{s(\varepsilon)}{i(\varepsilon)}\right) 2^{n-s} = 0$$

since this is just the result of expanding the expression

$$\prod_{\varepsilon} (x - 1)^{s(\varepsilon)}$$

and substituting $x = 1$. Thus, the expression in (12.5) summed over $i(\varepsilon)$ with $\sum_{\varepsilon} i(\varepsilon)$ even is just one-half of the total sum

$$\sum_{i(\varepsilon)} \prod_{\varepsilon} \left(\frac{s(\varepsilon)}{i(\varepsilon)}\right) 2^{n-s} = 2^n,$$

i.e., $2^{n-1}$, which is $N/2$, as required. Since almost all choices of the $X_i(\varepsilon_j)$ result in distinct sets then Fact 12.2 is proved. □

We remark that the same techniques can be applied to a variety of other families of subsets formed by modular restrictions on intersections, e.g., such as the $k$-graph having vertex set $\binom{[2n]}{n}$ and edges $\{X_1, \ldots, X_k\}$, $X_i \in \binom{[2n]}{n}$, with $|X_1 \cap \cdots \cap X_k| \equiv 0 \pmod{2}$.

13. Concluding remarks

In a series of papers, Thomason [T87(a), T87(b), T89] and Haviland-Thomson [H89, HT89, HT(a)] have investigated a concept called "$(p, \alpha)$-jumbledness," which is related to our work on quasi-randomness. Restricting
the discussion to the case $p = 1/2$ (which is our primary focus), a $k$-graph $H$ with vertex set $V$, is said to be $(\frac{1}{2}, \alpha)$-jumbled provided

$$(13.1) \quad \left| e(H[X]) - \frac{1}{2} \binom{|X|}{k} \right| \leq \alpha |X|$$

for all $X \subset V$. Here, $\alpha$ is ordinarily some function of $n = |V|$. It turns out that for $k = 2$, the condition that $\alpha = o(n)$ is precisely a quasi-random property of graphs (and so, is equivalent to $\dev H = o(1)$, $n \to \infty$). However, for $k > 2$, this property is considerably weaker than being quasi-random. More precisely, it is equivalent to $\dev_2 H = o(1)$ (see §8 and [C90]), whereas quasi-randomness of a $k$-graph is equivalent to $\dev_k H = o(1)$. We remark that almost all random 2-graphs $G_{1/2}$ on a vertex set $V$ have been shown by Spencer [S89] to have the following property: For $H = \delta^{(1)}(G_{1/2})$, the 1-coboundary of $G_{1/2}$ (see §11), we have

$$(13.2) \quad \left| e(H[X]) - \frac{1}{2} \binom{|X|}{3} \right| \leq 200 |X|^2$$

for all $X \subset V$. However, $\dev H = 1$, and, in particular $H$ contains no induced 4-vertex subgraph with an odd number of edges. Thus, while $(p, \alpha)$-jumbledness is an effective concept for studying random behavior in graphs, it appears to be too weak to carry out the analogous investigations for general $k$-graphs.

In the same spirit as (13.1), it is not hard to prove the following bound for any $k$-graph $H$ on an $n$-vertex set $V$: For any $X \subset V$ with $x := |X|$, we have

$$|x^k - 2k! e(H[X])| \leq \left( \frac{n}{x} \right)^{2k} \dev H^{2-k} x^k.$$ 

No doubt, the exponent $2^{-k}$ here can be improved, as can many of the other constants in our various estimates. We have no idea what the truth should be.

It would be most interesting to know other quasi-random properties of $k$-graphs. In the case of graphs, Simonovits and Sós [SS91] have very recently proved the following result. We first need several definitions. Let $G$ be a graph with vertex set $V$. For disjoint sets $X$, $Y \subset V$, let $d(X, Y) := e(X, Y)/|X||Y|$ where $e(X, Y)$ denotes the number of edges with endpoints in both $X$ and $Y$. A pair $(X, Y)$ is called $\varepsilon$-regular if for every $X' \subset X$, $Y' \subset Y$ satisfying $|X'| > \varepsilon |X|$, $|Y'| > \varepsilon |Y|$, we have

$$|d(X', Y') - d(X, Y)| < \varepsilon.$$ 

A fundamental result of Szemerédi [Sz78] is his

**Regularity Lemma.** *For every $\varepsilon > 0$ and $m$, there exists $k(\varepsilon, m)$ such that for every $G(n)$, the vertex set $V(n)$ of $G(n)$ can be partitioned into $k + 1$ sets*
for some $k$ with $m < k < k(\varepsilon, m)$ so that $|U_0| \leq \varepsilon n$, all $|U_i|$ are equal for $i > 0$, and for all except $\binom{k}{2}$ pairs $(i, j)$, $(U_i, U_j)$ is $\varepsilon$-regular.

It asserts that in a certain sense, any graph can be approximated by a random $k$-partite graph. In [SS91] it is shown that the following property is a quasi-random property.

$(P_\varepsilon)$: For every $\varepsilon > 0$ and $m$, there exist two integers $k(\varepsilon, m)$ and $n_0(\varepsilon, m)$ such that for $n > n_0$, $G(n)$ has a "Szemerédi" partition for the parameters $\varepsilon$ and $m$ into $k$ almost equal classes $U_1, \ldots, U_k$, with $m < k < k(\varepsilon, m)$ so that $(U_i, U_j)$ is $\varepsilon$-regular, and $|d(U_i, U_j)| < \frac{1}{2} < \varepsilon$ holds for all except $\binom{k}{2}$ pairs $(i, j), 1 \leq i, j \leq k$.

In fact, when a family $\{G(n)\}$ is quasi-random then it is true [SS91] that Szemerédi partitions always exist having no exceptional pairs. The corresponding result for $k$-graphs is given in [C91].

As mentioned at the beginning, most of the preceding analysis can be carried out assuming that the random $k$-graph properties we are trying to classify arise from random $k$-graphs in which $k$-sets are selected with a fixed probability $\rho \in (0, 1)$, rather than probability $1/2$. The corresponding statements and arguments are essentially the same although notationally slightly more cumbersome. However, if we allow $\rho = p(n)$ to depend on $n$, the size of the $k$-graph, then the situation becomes much more complex, especially as $p(n)$ becomes small, e.g., $p(n) = O(n^{1/2})$. We certainly do not yet have a full understanding of quasi-randomness in this range.

Another direction that merits attention is what we called "forcing families" (for graphs) in [CGW89]. Let us call a family $\mathcal{F}$ of $k$-graphs forcing if whenever $\#(F < G(n)) = (1 + o(1))n^2 - \varepsilon$ for all $F = F(v, e) \in \mathcal{F}$ (i.e., $F$ has $v$ vertices and $e$ edges) then $\{G(n)\}$ is quasi-random. For example, in the case of graphs, it is shown in [CGW89] that the following families are forcing (where $K_m$ denotes the complete graph on $m$ vertices, $C_m$ denotes the cycle on $m$ vertices and $K_{r,s}$ denotes the complete bipartite graph on $r$ and $s$ vertices):

(i) $\{K_2, C_4\};$
(ii) $\{K_2, C_{2t}\}$, any fixed $t$;
(iii) $\{C_{2r}, C_{2s}\}$, $r \neq s$;
(iv) $\{K_2, K_{2t,t}\}, t \geq 2$
(v) $\{K_{2,r}, K_{2,s}\}, s, t \geq 2, s \neq t$.

Can forcing families of graphs be characterized? What is the situation for $k$-graphs?

More generally, one can attempt the same type of classification of random behavior for a wide variety of objects, for example, ordered $k$-graphs, integer sequences, matrices, partially ordered sets, permutations, groups, and vector spaces, to name a few, as well as for functions defined on these and other structures. Preliminary work on some of these topics has recently been initiated (e.g., see [CG(a), CG90(b), CG(c), SS(a), ST(a)]) but clearly a vast expanse of fertile ground still awaits exploration.
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