POINTS ON SOME SHIMURA VARIETIES OVER FINITE FIELDS

ROBERT E. KOTTWITZ

The Hasse-Weil zeta functions of varieties over number fields are conjecturally products (and quotients) of automorphic $L$-functions. For a Shimura variety $S$ associated to a connected reductive group $G$ over $\mathbb{Q}$ one can hope to be more specific about which automorphic $L$-functions appear in the zeta function. In fact Eichler, Shimura, Kuga, Sato, and Ihara, who studied $GL_2$ and its inner forms, found in those cases that it was enough to use automorphic $L$-functions for the group $G$ itself. In the general case Langlands [L2–L4] has given a conjectural description of the zeta function in terms of automorphic $L$-functions for $G$ and its endoscopic groups [L5] (see also [K5] for the contribution of non-tempered representations), and a description of this type has been verified in certain cases, beginning with [L3].

For $GL_2$ it was possible to use the Eichler-Shimura congruence relation in order to make the connection between the zeta function and automorphic $L$-functions. In general one needs more information than the Eichler-Shimura congruence relation gives, and it seems to be necessary to describe the points on $S$ over finite fields in terms of group-theoretical data (for the group $G$), in a way that is adapted to an eventual comparison of the number of points modulo $p$ with the Selberg trace formula for $G$ (actually with the stable trace formulas for $G$ and its endoscopic groups), as is explained in [L2, L3, K5]. Ihara [I1, I2] gave such a group-theoretical description of points modulo $p$ in the case of $GL_2(\mathbb{Q})$ and its inner forms, and Deligne [D1] gave a related description of the category of ordinary abelian varieties over a finite field.

Langlands [L1] conjectured a group-theoretical description in the general case, based on a detailed though incomplete study of Shimura varieties of PEL type [S]; Milne [Mi1] gave a simplified exposition of this work of Langlands in a special case, using the description of the category of abelian varieties up to isogeny over a finite field due to Honda [H] and Tate [T2, T3]. Zink [Z2] gave complete proofs for part of Langlands’s conjectures for Shimura varieties of PEL type, but by that time it was clear that a new idea was needed to give a complete proof for the full conjecture, even for the case of the group of symplectic similitudes. In fact the conjecture itself needed some refinement; this was one of the objects of some work by Langlands-Rapoport [LR], whose main goal, however, was to put the conjecture into a Tannakian framework, in which it became conceptually clearer. The final step was taken independently by
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Reimann-Zink [RZ1] and myself, the main result of [RZ1] being a stronger form of Lemma 13.1 of this paper (except that Reimann-Zink exclude the prime 2). At this point Langlands's conjecture had essentially been proved for Shimura varieties of PEL type in Cases A and C (see the explanation of Cases A and C below); it just remained to write out all the details. For the group of symplectic similitudes this was done in [K5] and again in [Mi2], from a slightly different point of view. The general case is treated in this paper, which is written in the same spirit as [Mi1] in that it relies heavily on Honda-Tate theory. Recently Reimann-Zink [RZ2] have treated some Shimura varieties for \( G = D_X \), with \( D \) a quaternion algebra over a totally real number field \( F \); these are not of PEL type but are related to ones that are.

Now we begin to give a precise formulation of the main result of this paper. Let \( p \) be a prime number and write \( \mathbb{Z}(p) \) for the localization of \( \mathbb{Z} \) at the prime ideal generated by \( p \). Let \( B \) be a finite-dimensional simple \( \mathbb{Q} \)-algebra with center \( F \), let \( \mathcal{O}_B \) be a \( \mathbb{Z}(p) \)-order in \( B \), and let * be a positive involution on \( B \) that preserves \( \mathcal{O}_B \). Let \( V \) be a nondegenerate skew-Hermitian \( B \)-module (a finitely generated left \( B \)-module together with a nondegenerate \( \mathbb{Q} \)-valued alternating form \((\cdot,\cdot)\) such that \((bv,w) = (v,b^*w)\) for all \( v, w \in V \) and all \( b \in B \)). Let \( G \) be the group of automorphisms of the skew-Hermitian \( B \)-module \( V \). In fact \( G \) is a group of similitudes since in this paper an automorphism or isomorphism of skew-Hermitian \( B \)-modules is only required to preserve the alternating form up to an invertible element of the ground ring, which is \( \mathbb{Q} \) at the moment. We impose conditions on \( B, \mathcal{O}_B, V \) (see \S 5 for details) that ensure that the group \( G_{\mathbb{Q}_p} \) is unramified. Let \( K^p \) be a compact open subgroup of \( G(\mathbb{A}_f^p) \), and let \( h : \mathbb{C} \to \text{End}_B(V_\mathbb{R}) \) be an \( \mathbb{R} \)-algebra homomorphism such that \( h(z) = h(z)^* \) and the symmetric bilinear form \((v,h(i)w)\) on \( V_\mathbb{R} \) is positive definite, where we have written * for the involution on \( \text{End}_B(V) \) obtained from the alternating form on \( V \).

The homomorphism \( h \) determines a decomposition \( V_C = V_1 \oplus V_2 \), where \( V_1 \) (respectively, \( V_2 \)) is the subspace of \( V_C \) on which \( h(z) \) acts by \( z \) (respectively, by \( \bar{z} \)). The field of definition of the isomorphism class of the complex representation \( V_1 \) of \( B \) is a number field \( E \), whose ring of integers we denote by \( \mathcal{O}_E \).

We consider the following moduli problem over \( \mathcal{O}_E \otimes_\mathbb{Z} \mathbb{Z}(p) \). For a locally noetherian scheme \( S \) over \( \mathcal{O}_E \otimes_\mathbb{Z} \mathbb{Z}(p) \) the \( S \)-valued points on the moduli problem are the isomorphism classes of quadruples \((A, \lambda, i, \eta)\) of the following type: \( A \to S \) is a projective abelian scheme over \( S \) up to prime-to-\( p \) isogeny, \( \lambda : A \to \hat{A} \) is a polarization of \( A \) (a prime-to-\( p \) isogeny from \( A \) to its dual abelian scheme \( \hat{A} \), which at every geometric point \( s \) of \( S \) is a polarization of \( A_s \)), \( i : \mathcal{O}_B \to \text{End}(A) \) is a *-homomorphism for * on \( \mathcal{O}_B \) and the Rosati involution on \( \text{End}(A) \) obtained from \( \lambda \), and \( \eta \) is a level structure (see \S 5) of type \( K^p \) on \( A \). Moreover we require that \((A, \lambda, i, \eta)\) satisfy the “determinant condition” (see \S 5), which depends on \( h \) and is the reason the moduli problem must be formulated over \( \mathcal{O}_E \otimes_\mathbb{Z} \mathbb{Z}(p) \) rather than \( \mathbb{Z}(p) \).

Over an algebraic closure of \( F \) the \( F \)-algebra \( \text{End}_B(V) \) with involution is
of one of the three following types:

1. \( M_n \times M_n^{\text{opp}} \) with \((x, y)^* = (y, x)\),
2. \( M_{2n} \) with \( x^* \) equal to the adjoint of \( x \) for a nondegenerate alternating form in \( 2n \) variables,
3. \( M_{2n} \) with \( x^* \) equal to the adjoint of \( x \) for a nondegenerate symmetric bilinear form in \( 2n \) variables.

We refer to these as Cases A, C, D respectively, since the corresponding isometry groups \( \{ x | xx^* = 1 \} \) are of types \( A_{n-1}, C_n, D_n \) respectively.

From now on in this introduction we exclude Case D and assume that \( K^p \) is sufficiently small. Then our moduli problem is representable by a smooth quasi-projective scheme \( S_{K^p} \) over \( \mathcal{O}_E \otimes_{\mathbb{Z}} \mathbb{Z}_p \). If \( \text{End}_B(V) \) is a division algebra, then \( S_{K^p} \) is projective over \( \mathcal{O}_E \otimes_{\mathbb{Z}} \mathbb{Z}_p \). The group \( G(A_f^p) \) acts on the right of the projective system \( S_{K^p} \) (vary \( K^p \)). The variety over \( E \) obtained from \( S_{K^p} \) is a disjoint union of \( |\ker^1(Q, G)| \) copies of the canonical model for the Shimura variety associated to \( (G, h^{-1}, K^p) \), where \( h \) now denotes the restriction of \( h : \mathbb{C} \to \text{End}_B(V_E) \) to \( \mathbb{C}^* \), viewed as a homomorphism \( h : \mathbb{C}^* \to G_\mathbb{R} \) of algebraic groups over \( \mathbb{R} \).

Let \( \xi \) be a finite-dimensional representation of \( G \) on a vector space over a number field \( L \), and let \( \lambda \) be a place of \( L \) lying over a prime \( l \) different from \( p \). Then \( \xi \) gives rise to a smooth \( \lambda \)-adic sheaf \( \mathcal{F}_{K^p} \) on \( S_{K^p} \) and the group \( G(A_f^p) \) acts naturally on the system of sheaves \( \mathcal{F}_{K^p} \) over the projective system of spaces \( S_{K^p} \).

Let \( g \in G(A_f^p) \) and put \( K^p_g := K^p \cap gK^p g^{-1} \). Then we get a Hecke correspondence \( f \) from \( S_{K^p} \) to itself by taking

\[
S_{K^p} \xleftarrow{a} S_{K^p_g} \xrightarrow{b} S_{K^p},
\]

where \( a \) is induced by \( g \) and \( b \) is the covering map for the inclusion of \( K^p_g \) in \( K^p \). The Hecke correspondence extends naturally to \( \mathcal{F}_{K^p} \).

Let \( p \) be a prime ideal of \( \mathcal{O}_E \) lying over \( p \), let \( k \) denote the residue field at \( p \), and let \( \bar{k} \) be an algebraic closure of \( k \). Suppose that \( S_{K^p} \) is proper over \( \mathcal{O}_E \otimes_{\mathbb{Z}} \mathbb{Z}_p \), and abbreviate \( S_{K^p} \) and \( \mathcal{F}_{K^p} \) to \( S \) and \( \mathcal{F} \). We are interested in the commuting representations of \( \text{Gal}(E_p/E_p) \) and \( \mathcal{H} \) on \( H^*(S_E, \mathcal{F}) \), where \( \mathcal{H} \) denotes the Hecke algebra of compactly supported \( L \)-valued functions on \( G(A_f^p) \), bi-invariant under \( K^p \), and \( H^* \) indicates that we consider the Euler characteristic. Since \( S \) is proper and smooth over \( \mathcal{O}_E \otimes_{\mathbb{Z}} \mathbb{Z}_p \) and \( \mathcal{F} \) is a smooth \( \lambda \)-adic sheaf, the representations \( H^j(S_E, \mathcal{F}) \) are unramified and equal to \( H^j(S_k, \mathcal{F}) \) for all positive integers \( j \), where \( f \) is our Hecke correspondence and \( \Phi_p \) is the Frobenius morphism from \( S_k \) to itself.

By the Lefschetz formula this trace is a sum over the fixed points \( x' \in S'(\bar{k}) \) of the trace of the endomorphism induced by the correspondence on the stalk of \( \mathcal{F} \) at the point \( x \in S(\bar{k}) \) that is the common image of \( x' \) under the two
maps $a$ and $c := \Phi_p^j \circ b$ that make up our correspondence $\Phi_p^f \circ f$; we have written $S'$ for $S_{K^p}$ in order to simplify notation. In fact even when $S_{K^p}$ is not proper over $\mathcal{O}_E \otimesZ(p)$ we still want to consider the same sum, although it will be only a part of the full story. The main result of the paper is the expression (19.5) for this sum, which is denoted by $T(f, f)$ in §19,

$$|\ker^1(Q, G)| \sum_{(\gamma_0; \gamma, \delta)} c(\gamma_0; \gamma, \delta)O_\gamma(f^p)TO_\delta(\phi_r)\text{tr} \xi(\gamma_0).$$

The number $\text{tr} \xi(\gamma_0)$ gives the trace of our correspondence on the stalk $\mathcal{S}_x$ (see the end of §16), so that what we must show is that

$$|\ker^1(Q, G)| \sum_{(\gamma_0; \gamma, \delta)} c(\gamma_0; \gamma, \delta)O_\gamma(f^p)TO_\delta(\phi_r)$$

is the number of fixed points of $\Phi_p^f \circ f$ in $S'(k)$.

Let $\sigma$ be the Frobenius automorphism $x \mapsto x^p$ of $k$, let $r = j[k : F_p]$ and write $k_r$ for the fixed field of $\sigma^r$ on $k$, so that $k_r$ is a field with $p^r$ elements. If the Hecke operator $f$ is trivial (in other words $g = 1$), then a fixed point of our correspondence is simply a $k_r$-valued point of $S$. The general case is similar: if a $k$-point $(\tilde{A}, \lambda, i, \eta)$ of $S'$ is a fixed point, then there exists a prime-to-$p$ isogeny $u : \sigma' \tilde{A} \to \tilde{A}$, commuting with the action of $\mathcal{O}_B$, carrying $\sigma' \eta$ into $\overline{\eta} \tilde{g}$, and carrying $\sigma' \lambda$ into a scalar multiple of $\lambda$; moreover $u$ is unique since $K^p$ is sufficiently small. Giving a prime-to-$p$ isogeny $u : \sigma' \tilde{A} \to \tilde{A}$ is analogous to giving a $k_r$-structure on $A$, and, in fact, we call such a pair $(\tilde{A}, u)$ a virtual abelian variety over $k_r$ up to prime-to-$p$ isogeny.

In §10 we develop the theory of virtual abelian varieties $A = (\tilde{A}, u)$ over $k_r$ up to isogeny. As usual there is a Frobenius endomorphism $\pi_A \in \text{End}(A)$ and $\text{End}(A)$ is the centralizer of $\pi_A$ in $\text{End}(A)$. Let $c$ be a rational number. We say that a polarization $\lambda$ of $A$ is a $c$-polarization of $A$ if $\pi_A^* \pi_A = c$, where $*$ denotes the Rosati involution for $\lambda$ on $\text{End}(A)_K$; if $A$ is $c$-polarizable then $c$ must be positive and of the form $p^r c_0$ for a $p$-adic unit $c_0$. All of Honda-Tate theory goes through for $c$-polarizable virtual abelian varieties over $k_r$ up to isogeny (see §10), the role of Weil $q$-numbers being played by $c$-numbers, by which we mean algebraic numbers $\alpha \in \mathbb{Q}$ such that the image of $\alpha$ under any embedding $\mathbb{Q} \to \mathbb{Q}_p$ lies in the valuation ring of $\mathbb{Q}_p$ and the image of $\alpha$ under any embedding $\mathbb{Q} \to \mathbb{C}$ has absolute value $c^{1/2}$.

Our fixed point $(\tilde{A}, \lambda, i, \eta)$ gives us a $c$-polarized virtual abelian variety $A$ over $k_r$ up to prime-to-$p$ isogeny, together with a level structure and an action of $\mathcal{O}_B$ compatible with the polarization. We can forget the level structure and consider isogeny classes rather than prime-to-$p$ isogeny classes; in this way our problem divides into two parts: counting the fixed points isogenous to a given one and describing the isogeny classes of $c$-polarized virtual $B$-abelian varieties over $k_r$.

In both parts a key role is played by the construction (see §14) of a triple $(\gamma_0; \gamma, \delta)$ from a $c$-polarized virtual $B$-abelian variety $(A, \lambda, i)$ up to isogeny.
The element \( \gamma_0 \) is a semisimple element of \( G(\mathbb{Q}) \), elliptic in \( G(\mathbb{R}) \), well defined up to conjugacy in \( G(\mathbb{Q}) \); the element \( \gamma \) is an element of \( G(\mathbb{A}_p) \), well defined up to conjugacy; and \( \delta \) is an element of \( G(L_r) \), well defined up to twisted conjugacy, where \( L_r \) is the fraction field of the Witt ring of \( k_r \). The element \( \gamma \) is easy to define: pick an isomorphism \( V_{A_p} \cong H_1(\tilde{A}, A_p) \) of skew-Hermitian \( B \)-modules and use it to transport \( \tilde{\alpha} \) over to an automorphism \( \gamma \) of \( V_{A_p} \).

The element \( \delta \) arises from an analogous \( p \)-adic construction. The \( G(\mathbb{Q}) \)-conjugacy class of \( \gamma_0 \) is determined uniquely by the requirement that \( \gamma_0 \) be conjugate in \( G(\mathbb{Q}) \) to the \( l \)-adic component of \( \gamma \) for all primes \( l \) different from \( p \).

Fix a \( c \)-polarized virtual \( B \)-abelian variety \( (A_0, \lambda_0, i_0) \) over \( k \), up to isogeny, and assume that this triple satisfies three assumptions imposed in §14. Then the number of fixed points that are isogenous to \( (A_0, \lambda_0, i_0) \) is equal to

\[
\text{vol}(I(\mathbb{Q})\backslash I(A_p))O_\gamma(f^p)TO_\delta(\phi_r).
\]

Here \( O_\gamma(f^p) \) denotes the orbital integral of a certain function \( f^p \) on \( G(\mathbb{A}_p) \) over the conjugacy class of \( \gamma \), and \( TO_\delta(\phi_r) \) denotes the twisted orbital integral of a certain function \( \phi_r \) on \( G(L_r) \) over the twisted conjugacy class of \( \delta \); the group \( I \) is a certain inner form of the centralizer \( I_0 \) of \( \gamma_0 \) in \( G \). The formula above (see §16 for its derivation) just reflects the fact that giving an object \( (A, \lambda, i, \eta) \) plus an isogeny to \( (A_0, \lambda_0, i_0) \) is the same as giving a pair of lattices, one in \( H_1(\tilde{A}_0, A_p) \) and the other in the isocrystal associated to \( A_0 \) in §10 (the lattices must satisfy certain requirements, of course); the functions \( f^p \) and \( \phi_r \) are such that their orbital integrals count such lattices.

It remains to describe the isogeny classes \( (A, \lambda, i) \). For this we again use the map \( (A, \lambda, i) \mapsto (\gamma_0; \gamma, \delta) \). Two triples \( (A, \lambda, i), (A', \lambda', i') \) give rise to the same \( (\gamma_0; \gamma, \delta) \) (the same up to equivalence, that is) if and only if \( (A, \lambda, i) \) and \( (A', \lambda', i') \) differ by an element of \( \ker^1(\mathbb{Q}, I) \), where \( I \) denotes the group of automorphisms of \( (A, \lambda, i) \) (see §17). Therefore \( |\ker^1(\mathbb{Q}, I)| \) (which is also equal to \( |\ker^1(\mathbb{Q}, I_0)| \)) gives the number of triples \( (A', \lambda', i') \) for which \( (\gamma_0; \gamma, \delta) \) is the same as it is for \( (A, \lambda, i) \).

The final point is to determine the image of the map \( (A, \lambda, i) \mapsto (\gamma_0; \gamma, \delta) \); this is done in Lemma 18.1. Suppose that \( (\gamma_0; \gamma, \delta) \) comes from some \( (A, \lambda, i) \). It is then immediate that conditions (1) and (3) of Lemma 18.1 hold; however, it is much harder to see that (2) holds. Condition (2) states that a certain invariant \( \alpha(\gamma_0; \gamma, \delta) \) attached to \( (\gamma_0; \gamma, \delta) \) vanishes. This vanishing is proved in §15, which in turn relies on §§12 and 13. Conversely, suppose that \( (\gamma_0; \gamma, \delta) \) satisfies the three conditions of Lemma 18.1. Then one uses the analog of Honda-Tate theory developed in §10 to see that \( (\gamma_0; \gamma, \delta) \) comes from some \( (A, \lambda, i) \).

Putting all this together, one finally arrives at the formula (19.5), in which \( c(\gamma_0; \gamma, \delta) \) denotes the product of \( \text{vol}(I(\mathbb{Q})\backslash I(A_p)) \) and

\[
|\ker[\ker^1(\mathbb{Q}, I_0) \to \ker^1(\mathbb{Q}, G)]|.
\]

The factor \( |\ker^1(\mathbb{Q}, G)| \) in (19.5) disappears when we replace \( S_{K^p} \) by the
canonical model for the Shimura variety associated to $(G, h^{-1}, K^p)$ since $S_{K^p}$ is a disjoint union of $|\ker^1(Q, G)|$ copies of this canonical model. As is explained in §19, the formula (19.6) agrees with the formula (3.1) of [K5], except for the following mistake in [K5]: the formula (3.1) of [K5] is not valid for $(G, h, K)$, as stated in [K5], but rather for $(G, h^{-1}, K)$.

The main lines of the argument leading to (19.5) are given in §§14–19, and the reader may want to start with §§5 and 6, which establish notation, and then skip directly to §14. There are important auxiliary results in §§9–13, especially in §§10, 12, 13; these will have to be read along with §§14–19. The remaining sections give various lemmas, most of which are more-or-less well known, but that may help to make the paper more readable; they should be consulted only as needed.

The paper is self-contained with a few notable exceptions. The reader should be familiar with §§2 and 3 of [K5], which it seemed pointless to rewrite, and with the results concerning Galois cohomology in [K2–K4] (our notational conventions concerning Galois cohomology and Langlands dual groups are taken from these papers). Moreover the reader is expected to be familiar with abelian varieties (see [M2] for example), their Dieudonné modules (see §3 of [Mi1] for a short review of this material), and the comparison isomorphism of Fontaine-Messing [FM] and Faltings [Fa]. The reader may also find it useful to look at part III of [K5], which concerns the case $B = Q$.

There remains the pleasant task of thanking R. P. Langlands, who introduced me to Shimura varieties by suggesting that I write up his lectures on this topic at the 1977 AMS Summer Research Institute in Corvallis, and M. Rapoport, who has taught me a great deal about Shimura varieties over the years.

1. INVOLUTIONS ON SEMISIMPLE ALGEBRAS

Let $B$ be a finite-dimensional semisimple algebra over a field $F$ of characteristic zero. An involution $*$ on $B$ is a linear isomorphism from $B$ to itself such that $(xy)^* = y^* x^*$ and $x^{**} = x$. Suppose that $F$ is algebraically closed. Since the involution permutes the simple factors of $B$, the algebra $B$ with involution is a product of semisimple algebras with involution, with each factor either simple or else the product of two simple algebras interchanged by $*$. Thus, in classifying semisimple algebras with involution, we may as well suppose that we are in one of these two irreducible cases. In the first case $B$ is a matrix algebra over $F$ and the involution differs from the standard transpose involution by an inner automorphism $x \mapsto yxy^{-1}$. The equality $x^{**} = x$ implies that $y$ is either symmetric or alternating, hence that the pair consisting of $B$ and $*$ is isomorphic to the algebra of endomorphisms of a finite-dimensional nondegenerate quadratic or symplectic vector space over $F$ with involution given by the adjoint map for the given bilinear form. In the second case $B$ is isomorphic to a product $M \times M^{opp}$ with involution given by $(x, y) \mapsto (y, x)$, where $M$ is a matrix algebra and $M^{opp}$ denotes the opposite algebra.

Let $B_{\text{sym}}$ denote the subspace of $B$ consisting of elements that are fixed by the involution and let $B_{\text{sym}}^\times$ denote the subset consisting of all elements of $B_{\text{sym}}$ that are invertible in $B$. The group $B^\times$ of invertible elements in
$B$ acts on $B_{\text{sym}}$, the action of an invertible element $b$ of $B$ being given by $x \mapsto bxb^*$ (for $x$ in $B_{\text{sym}}$). This action preserves the subset $B_{\text{sym}}^x$. When $F$ is algebraically closed, the action is transitive on this subset, as one sees by examining the three irreducible cases from the previous discussion, keeping in mind that over an algebraically closed field of characteristic different from 2 any two nondegenerate symmetric bilinear forms are equivalent.

Let $G$ denote the algebraic group whose points in any algebra $R$ over $F$ are given by the set of elements $x$ in $B \otimes FR$ such that $xx^* = 1$. The discussion above shows that when $F$ is algebraically closed, $G$ is a product of orthogonal, symplectic, and general linear groups over $F$.

2. Positive involutions

In this section $B$ denotes a finite-dimensional semisimple algebra over $\mathbb{R}$ with involution $\ast$. By a $B$-module we mean finitely generated left $B$-module. A Hermitian form on a $B$-module $V$ is a symmetric real-valued bilinear form $(v, w)$ on $V$ such that $(bv, w) = (v, b^*w)$ for all $b \in B$ and all $v, w \in V$. A Hermitian $B$-module is a $B$-module $V$ together with a Hermitian form on $V$. We say that a Hermitian $B$-module is positive definite if $(v, v) > 0$ for all nonzero $v \in V$.

**Lemma 2.1.** Any positive definite Hermitian $B$-module $V$ can be written as a direct sum of positive definite Hermitian $B$-modules that are irreducible as $B$-modules.

Use induction on the length of $V$. If the length is 0, there is nothing to do. Otherwise choose an irreducible submodule $W$ of $V$. Then a Hermitian $B$-module $V$ is the direct sum of $W$ and its orthogonal complement. Now apply the induction hypothesis to this orthogonal complement.

**Lemma 2.2.** The following are equivalent conditions on the involution $\ast$.

1. Every $B$-module carries some positive definite Hermitian form.
2. For every faithful $B$-module $V$ we have $\text{tr}(xx^*; V) > 0$ for all nonzero $x \in B$.
3. $\text{tr}_{B/\mathbb{R}}(xx^*) > 0$ for all nonzero $x \in B$.
4. There exists a $B$-module $V$ such that $\text{tr}(xx^*; V) > 0$ for all nonzero $x \in B$.
5. There exists a faithful positive definite Hermitian $B$-module.

First show that (1) implies (2). Let $V$ be a faithful $B$-module. By (1) there exists a positive definite Hermitian form on $V$. Then $\text{tr}(xx^*; V)$ is the Hilbert-Schmidt norm of the endomorphism of $V$ given by multiplication by $x$. Since $V$ is faithful, this norm is positive if $x$ is nonzero.

It is obvious that (2) implies (3) and (3) implies (4). Next show that (4) implies (5). By (4) there exists a $B$-module $V$ such that $\text{tr}(xx^*; V) > 0$ for all nonzero $x \in B$. Define a bilinear form $(x, y)_0$ on $B$ by $(x, y)_0 = \text{tr}(xy^*; V)$ and consider its symmetrization $(x, y) := (x, y)_0 + (y, x)_0$. Then $(x, y)$ is a positive definite Hermitian form on the faithful $B$-module $B$.

Finally show that (5) implies (1). Let $V$ be a faithful positive definite Hermitian $B$-module. By Lemma 2.1 $V$ is a direct sum of positive definite Hermitian
$B$-modules that are irreducible as $B$-modules. Since $V$ is faithful, every irreducible $B$-module is isomorphic to one of these direct summands and hence carries some positive definite Hermitian form. This proves (1) because any $B$-module can be written as a direct sum of irreducible $B$-modules.

**Definition.** An involution is said to be positive if it satisfies the equivalent conditions of Lemma 2.2.

**Lemma 2.3.** (1) If $\ast$ is a positive involution of $B$, then it is also a positive involution of $B^{\text{opp}}$.

(2) The tensor product (respectively, direct product) of positive involutions on semisimple algebras $B_1$ and $B_2$ is a positive involution on $B_1 \otimes_{\mathbb{R}} B_2$ (respectively, $B_1 \times B_2$).

(3) If $\ast$ is a positive involution of $B$ leaving stable a semisimple subalgebra $C$ of $B$, then $\ast$ induces a positive involution of $C$.

For (1) simply note that $\ast$ is an isomorphism of algebras with involution from $B$ to $B^{\text{opp}}$. To prove (2) we choose for $i = 1, 2$ a faithful positive definite Hermitian $B_i$-module $V_i$. Then the tensor product (respectively, direct sum) of $V_1$ and $V_2$ is a faithful positive definite Hermitian module for $B_1 \otimes B_2$ (respectively, $B_1 \times B_2$). To prove (3) choose a faithful positive definite Hermitian $B$-module. Then $V$ is a faithful positive definite Hermitian $C$-module.

**Lemma 2.4.** Let $\ast$ be a positive involution of $B$. Then $\ast$ leaves stable each simple factor of $B$, and as an algebra with involution $B$ is the direct product of simple algebras with positive involution.

Obviously the involution permutes the simple factors of $B$. It cannot interchange two factors; if it did, then $xx^\ast$ would be zero for any element $x$ belonging to one of these factors, which would contradict (3) in Lemma 2.2. Therefore the involution preserves the simple factors and is positive on them by (3) of Lemma 2.3.

**Definition.** We say that an element $x \in B$ is symmetric if $x^\ast = x$. We write $B_{\text{sym}}$ for the set of symmetric elements of $B$.

**Lemma 2.5.** Let $B$ be a finite-dimensional division algebra over $\mathbb{R}$, and suppose that $\ast$ is a positive involution of $B$. Then $B_{\text{sym}} = \mathbb{R}$.

Let $x$ belong to $B_{\text{sym}}$. Then $F := \mathbb{R}[x]$ is a commutative field stable under $\ast$, and $\ast$ acts by the identity on $F$. Therefore by Lemma 2.3 the identity is a positive involution of $F$. Therefore by Lemma 2.2 $\text{tr}_{F/\mathbb{R}}(x^2)$ is positive for all nonzero $x$ in $F$. This would not be the case if $F$ were isomorphic to $\mathbb{C}$; therefore $F = \mathbb{R}$.

**Lemma 2.6.** Suppose that $\ast$ is a positive involution of $B$.

(1) Let $V$ be an irreducible $B$-module. Then the real vector space of Hermitian forms on $V$ is one-dimensional.

(2) Two positive definite Hermitian $B$-modules are isomorphic as Hermitian $B$-modules if and only if they are isomorphic as $B$-modules.
First we prove (1). Choose a positive definite Hermitian form \((x, y)_0\) on \(V\). Let \((x, y)\) be any Hermitian form on \(V\). Thinking of Hermitian forms on \(V\) as \(B\)-module maps from \(V\) to the dual of \(V\), we see that there exists a unique \(B\)-module endomorphism \(f\) of \(V\) such that \((v, w) = (v, f w)_0\) for all \(v, w \in V\). Let \(\iota\) be the involution of \(\text{End}_\mathbb{R}(V)\) obtained from the bilinear form \((x, y)_0\), so that \((fv, w)_0 = (v, \iota(f) w)_0\) for all \(f \in \text{End}_\mathbb{R}(V)\) and all \(v, w \in V\). Then \((x, y)_0\) is a positive definite Hermitian form on the faithful \(\text{End}_\mathbb{R}(V)\)-module \(V\). Therefore \(\iota\) is positive. It leaves \(\text{End}_B(V)\) stable, hence induces a positive involution of \(\text{End}_B(V)\). Since \((x, y)\) is symmetric, \(f\) is a symmetric element of \(\text{End}_B(V)\). By Lemma 2.5 \(f\) is a real scalar.

Next we prove (2). By Lemma 2.1 it is enough to show that any two positive definite Hermitian forms on an irreducible \(B\)-module yield isomorphic Hermitian \(B\)-modules. By the first part of the lemma the second form is a real multiple of the first. Since both forms are positive definite, this multiple must be positive, hence is a square in \(\mathbb{R}\). Therefore the second form is isomorphic to the first by multiplication by a real number.

**Lemma 2.7.** For all \(b \in B\) there are equalities \(\text{tr}_{B/\mathbb{R}} b = \text{tr}_{B^{opp}/\mathbb{R}} b = \text{tr}_{B/\mathbb{R}} b^*\).

Since \(B\) is semisimple, \(\text{tr}_{B/\mathbb{R}} (xy)\) is a nondegenerate bilinear form on \(B\). Right multiplication by \(b\) and left multiplication by \(b\) are adjoint for this form. Therefore \(\text{tr}_{B/\mathbb{R}} b = \text{tr}_{B^{opp}/\mathbb{R}} b\). Since \(*\) is an isomorphism from \(B^{opp}\) to \(B\), we have \(\text{tr}_{B/\mathbb{R}} b^* = \text{tr}_{B^{opp}/\mathbb{R}} b\).

**Notation.** For \(b \in B\) we write \((x, y)_b\) for the bilinear form \((x, y)_b = \text{tr}_{B/\mathbb{R}} xby^*\) on \(B\).

In this way we get an isomorphism from \(B\) to the real vector space of all \(B\)-bilinear forms \((x, y)\) on \(B\) such that \((bx, y) = (x, b^* y)\) for all \(b, x, y \in B\).

Using Lemma 2.7 we see that \((x, y)_b\) is symmetric (respectively, alternating) if and only if \(b\) is symmetric (respectively, antisymmetric, that is, \(b^* = -b\)). It is easy to see that \((x, y)_b\) is nondegenerate if and only if \(b\) is an invertible element of \(B\).

**Definition.** We say that a symmetric element \(b\) of \(B\) is positive if the form \((x, y)_b\) is positive definite. We write \(B_+\) for the set of positive elements in \(B_{sym}\).

**Lemma 2.8.** Suppose that \(*\) is a positive involution of \(B\). Then \(B_+\) is a nonempty open convex cone in \(B_{sym}\). Moreover the group \(B^x\) acts transitively on \(B_+\), the action of \(b \in B^x\) on \(x \in B_+\) being given by \(x \mapsto bxb^*\). Finally, the set \(B_+\) is equal to \(\{bb^* | b \in B^*\}\).

The set of positive definite Hermitian forms on \(B\) is an open convex cone in the vector space of Hermitian forms on \(B\). This implies the corresponding statement for \(B_+\). The transitivity of the action of \(B^x\) follows from the second part of Lemma 2.6. The last statement follows from this transitivity and the fact that \(1 \in B_+\) (by the third part of Lemma 2.2).

**Lemma 2.9.** Suppose that \(*\) is a positive involution leaving stable a semisimple subalgebra \(C\) of \(B\). Then \(C_+ = C \cap B_+\).
Let \( c \in C_+ \). Then \( c = dd^* \) for some \( d \in C^\times \). Therefore \( c \in B_+ \). To prove the reverse inclusion we start with an element \( c \in C \cap B_+ \). We want to show that \( c \in C_+ \); for this it is enough to check that \( \text{tr}_{C/\mathbb{R}} xcx^* \) is positive for all nonzero \( x \in C \). Since \( c \) is invertible in \( B \), it is invertible in \( C \); therefore, \( \text{tr}_{C/\mathbb{R}} xcy^* \) is a nondegenerate symmetric bilinear form, and it is enough to show that \( \text{tr}_{C/\mathbb{R}} xcx^* \) is nonnegative for all \( x \in C \). Let \( y = xcx^* \).

There exists \( b \in B^\times \) such that \( c = bb^* \). Therefore \( y = xb(xb)^* \). It follows that left multiplication by \( y \) on \( B \) is selfadjoint with nonnegative eigenvalues (take the adjoint with respect to the form \( \text{tr}_{B/\mathbb{R}} (xy^*) \) on \( B \)). Moreover left multiplication by \( y \) preserves the subspace \( C \) of \( B \), and hence has nonnegative eigenvalues on \( C \). Therefore \( \text{tr}_{C/\mathbb{R}} y \) is nonnegative.

Let \((B, *_B), (C, *_C)\) be two semisimple finite-dimensional \( \mathbb{R} \)-algebras with positive involution. We say that an \( \mathbb{R} \)-algebra homomorphism \( i \) from \( B \) to \( C \) is a \( * \)-homomorphism if \( i(b^*) = i(b)^* \) for all \( b \in B \).

**Lemma 2.10.** Any homomorphism \( i \) from \( B \) to \( C \) is conjugate under \( C^\times \) to a \( * \)-homomorphism. If two \( * \)-homomorphisms \( i_1, i_2 \) from \( B \) to \( C \) are conjugate under \( C^\times \), then they are conjugate by an element \( c \) of \( C \) satisfying \( cc^* = 1 \).

First we prove the first statement. Using \( i \), we make \( C \) into a \( \mathbb{R} \- \)module. Since the tensor product of \( *_B \) and \( *_C \) is a positive involution of \( C \otimes_\mathbb{R} B^{\text{op}} \), there exists a positive definite Hermitian form on the \( C \otimes_\mathbb{R} B^{\text{op}} \)-module \( C \). This form can be written as \( (x, y)_C \) for some \( c \in C_+ \), and since \( (x, y)_C \) is Hermitian for \( B^{\text{op}} \), we have \( i(b)c = ci(b^*)^* \) for all \( b \in B \). Write \( c = dd^* \) for some \( d \in C^\times \). Then \( \text{Int}(d)^{-1} \circ i \) is a \( * \)-homomorphism.

Next we prove the second statement. Consider the positive definite Hermitian \( C \otimes_\mathbb{R} C^{\text{op}} \)-module \( (C, \text{tr}_{C/\mathbb{R}} (xy^*)) \). Using \( i_1 \) and \( i_2 \), we regard \( C \) as a positive definite Hermitian \( C \otimes_\mathbb{R} B^{\text{op}} \)-module in two ways. These two Hermitian modules are isomorphic as modules since \( i_1 \) and \( i_2 \) are conjugate under \( C^\times \); therefore by Lemma 2.6 they are isomorphic as Hermitian modules. Therefore there exists \( c \in C^\times \) that conjugates \( i_1 \) into \( i_2 \) and has the property that right multiplication by \( c \) preserves the form \( \text{tr}_{C/\mathbb{R}} xy^* \), or in other words, \( cc^* = 1 \).

**Lemma 2.11.** Let \( *, i \) be two positive involutions on \( B \). Then there exists \( b \in B^\times \) such that \( \text{Int}(b) \) is a \( * \)-homomorphism from \((B, i)\) to \((B, *)\). Moreover we have \( x^i = c^{-1}x^*c \) for the element \( c = b^*b \).

Apply Lemma 2.10 to the identity map from \( B \) to \( B \) in order to get the first statement. The second statement follows from the first.

**Remark.** The standard involutions on \( M_n(\mathbb{R}), M_n(\mathbb{C}), M_n(\mathbb{H}) \) are positive. This fact, together with Lemmas 2.4 and 2.11, shows that every semisimple algebra with positive involution is isomorphic to a product of these standard examples.

### 3. Semisimple Categories

Let \( \mathcal{C} \) be an abelian category in which every object has finite length. The endomorphism ring of any simple object is a division ring, and the endomor-
phism ring of any semisimple object is a semisimple ring. Recall that $\mathcal{C}$ is said to be semisimple if all its objects are semisimple. If $\mathcal{C}$ is semisimple, then for every object $X$ of $\mathcal{C}$ the endomorphism ring $\text{End}(X)$ is semisimple. There is also a converse.

**Lemma 3.1.** Suppose that for every object $X$ of $\mathcal{C}$ the endomorphism ring $\text{End}(X)$ is semisimple. Then $\mathcal{C}$ is semisimple.

We prove that any object $Y$ of $\mathcal{C}$ is semisimple by induction on the length of $Y$. If the length is $0$ or $1$, there is nothing to do; so we assume that the length is strictly greater than $1$. Let $Z$ be a subobject of $Y$ such that the quotient $X := Y/Z$ is simple, and let $p$ be the canonical map from $Y$ to $X$. By the induction hypothesis $Z$ is semisimple. We will assume that $Y$ is not semisimple and get a contradiction. Every simple subobject of $Y$ must be contained in $Z$ (otherwise we could write $Y$ as the direct sum of $Z$ and the simple subobject). Therefore $Z$ can be characterized as the sum of all the simple subobjects of $Y$. Therefore any endomorphism of $Y$ preserves $Z$. Hence we get a homomorphism from $\text{End}(Y)$ to $\text{End}(Z) \times \text{End}(X)$, whose kernel is $\text{Hom}(X, Z)$ with multiplication given by $fg = 0$ for all $f, g \in \text{Hom}(X, Z)$. On the other hand this kernel is a two-sided ideal in the semisimple ring $\text{End}(Y)$, and therefore $\text{Hom}(X, Z) = 0$.

Our next step is to show that $\text{Hom}(X, Y) = 0$. Let $f \in \text{Hom}(X, Y)$. If $p \circ f \neq 0$, then since $\text{End}(X)$ is a division ring, we could modify $f$ on the right so as to get a new $f$ with $p \circ f = \text{id}_X$. Then $Y$ would be the direct sum of $Z$ and $X$, and hence would be semisimple, a contradiction. Therefore $p \circ f = 0$, which just says that $f$ factors through the subobject $Z$ of $Y$. Since we already know that $\text{Hom}(X, Z) = 0$, we conclude that $f = 0$, as desired.

Now consider the ring $\text{End}(X \oplus Y)$. Since $\text{Hom}(X, Y) = 0$, the semisimple ring $\text{End}(X \oplus Y)$ has as two-sided ideal the group $\text{Hom}(Y, X)$ with the zero multiplication law, and therefore $\text{Hom}(Y, X) = 0$. This is a contradiction, since $p$ is a nonzero element of $\text{Hom}(Y, X)$.

Let $L$ be a field of characteristic $0$, and let $\mathcal{C}$ be a semisimple $L$-linear abelian category in which $\text{Hom}(X, Y)$ is finite-dimensional over $L$ for every pair $X, Y$ of objects in $\mathcal{C}$ (in particular, every object in $\mathcal{C}$ has finite length). Let $B$ be a finite-dimensional semisimple $L$-algebra and let $\mathcal{C}_B$ be the category of $B$-objects in $\mathcal{C}$: the objects of $\mathcal{C}_B$ are pairs $(X, i)$ consisting of an object $X$ in $\mathcal{C}$ and an $L$-algebra homomorphism $i: B \rightarrow \text{End}(X)$, and a morphism from $(X, i)$ to $(Y, j)$ is a morphism $f: X \rightarrow Y$ in $\mathcal{C}$ such that $f \circ i(b) = j(b) \circ f$ for all $b \in B$. Let $F$ be the center of $B$, a finite product of finite extensions of $L$. The category $\mathcal{C}_B$ has a natural structure of $F$-linear category, and it is clear that $\text{Hom}(X, Y)$ is finitely generated over $F$ for any pair $X, Y$ of objects in $\mathcal{C}_B$.

**Lemma 3.2.** The category $\mathcal{C}_B$ is abelian and semisimple. The functor $\mathcal{C}_B \rightarrow \mathcal{C}$ taking $(X, i)$ to $X$ is faithful and exact. Moreover, if $(X, i)$ is simple in $\mathcal{C}_B$, then $X$ is isotypic in $\mathcal{C}$.

The category $\mathcal{C}$ is a direct sum $\bigoplus_{x \in S} \mathcal{C}_x$, where $S$ is a set of representatives for the isomorphism classes of simple objects in $\mathcal{C}$ and $\mathcal{C}_x$ denotes the full
subcategory of \( \mathcal{C} \) consisting of isotypic objects of type \( X \). The category of \( B \)-objects in \( \mathcal{C} \) is the direct sum over \( X \in S \) of the categories of \( B \)-objects in the categories \( \mathcal{C}_X \). Therefore it is enough to prove the lemma in the case that \( \mathcal{C} \) has only one simple object \( X \) (up to isomorphism), in which case \( \mathcal{C} \) is equivalent to the category of finitely generated left \( D^{\text{opp}} \)-modules, where \( D = \text{End}(X) \), and \( \mathcal{C}_B \) is equivalent to the category of finitely generated left \( B \otimes_L D^{\text{opp}} \)-modules. The ring \( B \otimes_L D^{\text{opp}} \) is semisimple, which implies that \( \mathcal{C}_B \) is semisimple. The rest of the lemma is obvious.

It is easy to describe the simple objects in \( \mathcal{C}_B \) in terms of the simple objects in \( \mathcal{C} \). Let \( Y \) be a simple object in \( \mathcal{C} \), denote by \( D \) the division algebra \( \text{End}(Y) \) and by \( M \) its center, and define a positive integer \( n \) by the equality \( n^2 = \dim_M D \). Let \( (X, i) \) be a simple object of \( \mathcal{C}_B \) such that \( X \) is isotypic of type \( Y \), say \( X \approx Y^s \). Denote by \( C \) the division algebra \( \text{End}_{\mathcal{C}_B}(X, i) \) and by \( E \) its center, and define a positive integer \( m \) by the equality \( m^2 = \dim_E C \). The field \( M \) is canonically isomorphic to the center of \( \text{End}_{\mathcal{C}}(X) \) and hence maps into the \( F \)-algebra \( E \), yielding an \( L \)-algebra map \( \rho: F \otimes_L M \rightarrow E \). Write \( F \otimes_L M = M_1 \times \cdots \times M_r \) where \( M_1, \ldots, M_r \) are fields. Then \( \rho \) induces an isomorphism \( M_j \approx E \) for a unique value of the index \( j \in \{1, \ldots, r\} \) (for the surjectivity of \( \rho \) see the first part of the proof of the lemma below). Thus we have associated to \( (X, i) \) a factor \( M_j \) of \( F \otimes_L M \).

**Lemma 3.3.** This construction sets up a bijection between the set of isomorphism classes of simple objects \( (X, i) \) in \( \mathcal{C}_B \) such that \( X \) is isotypic of type \( Y \) and the set of factors \( M_j \) of \( F \otimes_L M \). The class \([C]\) of \( C \) in the Brauer group of \( E \) is equal to \([D \otimes_M E] - [B \otimes_F E]\). The numbers \( n, m, s \) are related by the equality \( sn = d[E : M]m \), where \( d \) is the positive integer such that \( d^2 = \dim_E(B \otimes_F E) \).

As in the proof of the previous lemma it is enough to consider the case in which \( \mathcal{C} \) is the category of finitely generated left modules over the division algebra \( D^{\text{opp}} \). Then \( \mathcal{C}_B \) is equivalent to the category of finitely generated left \( D' := B \otimes_L D^{\text{opp}} \)-modules. The center of \( D' \) is \( F \otimes_L M = M_1 \times \cdots \times M_r \), and \( D' \) factors in a parallel way as \( D_1 \times \cdots \times D_r \), where \( D_j \) is a simple algebra with center \( M_j \). The first statement of the lemma is now clear.

Fix one of the factors \( M_j \), call it \( E \); the corresponding factor \( D_j \) of \( D' \) is isomorphic to \( (B \otimes_F E) \otimes_E (D^{\text{opp}} \otimes_M E) \approx M_t(C^{\text{opp}}) \) with \( t = dn/m \) (\( M_t \) denotes \( t \times t \)-matrices). This proves the statement regarding the class of \( C \) in the Brauer group of \( E \). The statement regarding the numbers \( n, m, s \) follows by calculating the rank of \( D_j \) as a left \( D^{\text{opp}} \)-module. On the one hand its rank is \( s \cdot \text{rank}_{\mathcal{C}}(D_j) = st = sn/m \). On the other hand, using the fact that \( D_j = (B \otimes_F E) \otimes_E (D^{\text{opp}} \otimes_M E) \), we see that its rank is \( d^2[E : M] \). Equating these two expressions for the rank gives \( sn = d[E : M]m \).

The following special case of Lemma 3.3 will be used later. Let \( L \) be a local field and let \( B \) be a central simple algebra of dimension \( d^2 \) over \( L \). Let \( \mathcal{C} \) be the category of pairs \((V, \gamma)\), where \( V \) is a finite-dimensional \( L \)-vector space and \( \gamma \) is a semisimple automorphism of \( V \). A \( B \)-object in \( \mathcal{C} \) is a finite-
dimensional $B$-module $V$ together with a semisimple automorphism $\gamma$ of the $B$-module $V$. For $\alpha \in L^\times$ the pair $(L[\alpha], \text{multiplication by } \alpha)$ is a simple object $Y_\alpha$ in $\mathcal{C}$, and this construction sets up a bijection between elements of $L^\times$ up to conjugacy over $L$ and isomorphism classes of simple objects in $\mathcal{C}$. Clearly $\text{End}(Y_\alpha) = L[\alpha]$ and the $L$-dimension of the vector space underlying $Y_\alpha$ is $[L[\alpha] : L]$. For $\alpha \in L^\times$ let $X_\alpha$ be a simple object in $\mathcal{E}_B$ such that the object of $\mathcal{C}$ underlying $X_\alpha$ is isotypic of type $Y_\alpha$.

**Corollary 3.4.** The construction $\alpha \mapsto X_\alpha$ sets up a bijection between elements of $L^\times$ up to conjugacy over $L$ and isomorphism classes of simple objects in $\mathcal{E}_B$.

The endomorphism algebra $\text{End}(X_\alpha)$ is a central division algebra $C$ over $L[\alpha]$ whose Hasse invariant is given by $\text{inv}(C) = -[L[\alpha] : L] \text{inv}(B)$. Moreover the dimension of the $L$-vector space underlying $X_\alpha$ is $d[L[\alpha] : L/(\text{dim}_L C)^{1/2}]$.

The corollary is an immediate consequence of the lemma. Using the corollary, we will analyze the objects in $\mathcal{E}_B$ having a given $L$-dimension. Let $V$ be an object in $\mathcal{E}_B$; in other words, a $B$-module together with an automorphism $\gamma$. The characteristic polynomial of $\gamma$ (as $L$-linear map) is a monic polynomial in $L[T]$ whose degree is equal to $\text{dim}_L(V)$. The characteristic polynomial determines the isomorphism class of $V$ (since it determines the multiplicities of the simple constituents of $V$). Let $f \in L[T]$ be monic of degree $m$ and for $\alpha \in L^\times$ denote by $m(\alpha)$ the multiplicity of $\alpha$ as a root of $f$.

**Lemma 3.5.** The polynomial $f$ arises as the characteristic polynomial of an $m$-dimensional object in $\mathcal{E}_B$ if and only if the following statement holds for all $\alpha \in L^\times$: the number $m(\alpha)$ is divisible by $d$ and the quotient $m(\alpha)/d$ kills the class of $\text{End}(X_\alpha)$ in the Brauer group of $L[\alpha]$.

Clearly $f$ arises as a characteristic polynomial if and only if the following statement holds for all $\alpha \in L^\times$: the number $m(\alpha)$ is divisible by the multiplicity of $\alpha$ in the characteristic polynomial for the simple object $X_\alpha$. By the corollary the latter multiplicity is $d(\text{dim}_L C)^{1/2}$ where $C = \text{End}(X_\alpha)$. The lemma now follows from the fact that $(\text{dim}_L C)^{1/2}$ is the order of $C$ in the Brauer group of $L[\alpha]$.

4. Hermitean Symmetric Spaces of PEL Type

Let $C$ be a semisimple finite-dimensional $\mathbb{R}$-algebra with involution $\ast$. Let $h: C \to C$ be an $\mathbb{R}$-algebra homomorphism such that $h(z)^\ast = h(\overline{z})$ for all $z \in C$. Then $h(i)$ is antisymmetric for $\ast$, and therefore $i(x) := h(i)^{-1}x^\ast h(i)$ ($x \in C$) is an involution of $C$. Assume that $i$ is a positive involution. Let $G$ be the algebraic group over $\mathbb{R}$ whose points in an $\mathbb{R}$-algebra $R$ are given by $G(R) = \{x \in C \otimes_R R|xx^\ast \in R^\ast \}$, and let $G_1$ be the closed subgroup such that $G_1(R) = \{x \in C \otimes_R R|xx^\ast = 1\}$. We abuse notation by also using $h$ to denote the restriction of $h$ to $C^\times$, regarded as a homomorphism of real algebraic groups $C^\times \to G$. 
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Lemma 4.1. The pair \((G, h)\) satisfies the following three conditions.

1. The image under \(h\) of \(\mathbb{R}^x\) is central in \(G\).
2. Define \(f_1.h: G_m \rightarrow G_e \) by restricting \(h\): \((R_e/jRG_m)e\rightarrow G_e\) to the factor of \((R_e/jRG_m)e = G_m \times G_m\) indexed by the identity map from \(C\) to \(C\) (the two factors of \(G_m\) are indexed by the two \(R\)-algebra maps from \(C\) to \(C\)). Then \(G_m\), acting on the Lie algebra \(\text{Lie}(G_e)\) by means of \(\mu_h\) and the adjoint action of \(G_e\) on \(\text{Lie}(G_e)\), has weights 1, 0, -1.
3. The \(\mathbb{R}\)-form of \(G_1\), obtained by twisting \(G_1\) by the inner automorphism \(\text{Int}(h(i))\) is the compact form of \(G_1\).

Statement (1) is obvious. We prove (2) by choosing a faithful finitely generated left \(C\)-module \(V\). Note that \(h: C \rightarrow C\) makes \(V\) into a complex vector space. Therefore (2) follows from the following easily verified fact: Let \(V\) be a finite-dimensional complex vector space, let \(h: C^x \rightarrow \text{GL}(V)\) be the restriction of \(C \rightarrow \text{End}(V)\) to \(C \times \), and let \(\mu_h: G_m \rightarrow \text{GL}(V)\) be obtained from \(h\) as before. Then \(G_m\), acting on the Lie algebra of \(\text{GL}(V)\) by means of \(\mu_h\) and the adjoint action, has weights 1, 0, -1.

To prove (3) we must show that the group \(\{x \in C \otimes C | xx^* = 1 \text{ and } h(i)^{-1}xh(i) = x\}\) is compact. This group is a closed subgroup of the group \(\{x \in C \otimes C | xx' = 1\}\), where \(x \mapsto x'\) is the tensor product of \(i\) on \(C\) and complex conjugation on \(C\); the involution \(x \mapsto x'\) is positive (Lemma 2.3), and therefore the group \(\{x \in C \otimes C | xx' = 1\}\) is compact, since by choosing a faithful positive definite Hermitian \(C \otimes C\) -module, we can embed this group as a closed subgroup of the orthogonal group of a positive definite symmetric bilinear form.

Lemma 4.1 says that \((G, h)\) satisfies the conditions (1.5.1), (1.5.2), (1.5.3) of [D3]. Therefore (see [D2, D3]) the set \(X_\infty\) of conjugates of \(h\) under \(G(\mathbb{R})\) is a finite union of copies of the symmetric space for the identity component of \(G(\mathbb{R})\), and this symmetric space is of Hermitian type.

It is easy to classify the isomorphism classes of triples \((C, *, h)\) satisfying the conditions above. First note that \(\ast\) can be reconstructed from \(i\) and \(h\), and that \(\ast\) and \(i\) agree on \(h(C)\). Therefore it is equivalent to classify triples \((C, i, h)\), where \(i\) is a positive involution on \(C\) and \(h\) is an \(\mathbb{R}\)-algebra homomorphism \(C \rightarrow C\) such that \(h(z)^* = h(\overline{z})\) for all \(z \in C\). By Lemma 2.4 the algebra with positive involution \((C, i)\) is a product of simple \(\mathbb{R}\)-algebras with positive involution. Therefore we may as well assume that \(C\) is simple. By the remark at the end of §2 \((C, i)\) is isomorphic to one of \(M_n(\mathbb{R}), M_n(\mathbb{C}), M_n(\mathbb{H})\) with the standard involution.

By Lemma 2.10, classifying \(*\)-homomorphisms \(C \rightarrow C\) up to inner automorphisms of \((C, i)\) is the same as classifying \(\mathbb{R}\)-algebra homomorphisms \(C \rightarrow C\) up to conjugacy by \(C^x\). With \(D = \mathbb{R}, \mathbb{C}, \mathbb{H}\) as the case may be, this is the same as classifying isomorphism classes of \(C \otimes D\)-modules that are of rank \(n\) as \(D\)-modules.

If \(D = \mathbb{R}\) then \(C \otimes \mathbb{R}D = C\), and no \(h\) exists unless \(n\) is even, in which case it is unique up to inner automorphisms of \((C, i)\). If \(D = \mathbb{C}\), then \(C \otimes \mathbb{C}D = C \times C\), and up to inner automorphisms of \((C, i)\), there is a \(*\)-homomorphism \(C \rightarrow C\)
for each pair \((p, q)\) of nonnegative integers such that \(p + q = n\). If \(D = \mathbb{H}\), then \(C \otimes_{\mathbb{R}} D\) is isomorphic to \(M_2(\mathbb{C})\), and up to inner automorphisms of \((C, i)\), there exists a unique *-homomorphism \(h : C \rightarrow C\). If \(D = \mathbb{R}\) or \(D = \mathbb{H}\), then every automorphism of \(C\) is inner and our classification is complete. If \(D = \mathbb{C}\), then, up to inner automorphisms, \(x \mapsto \overline{x}\) is the unique outer automorphism of \(M_n(\mathbb{C})\), and since this outer automorphism commutes with the standard involution \(x \mapsto x^t\), it gives an automorphism of \((C, i)\); its effect on \(h\) is to replace \((p, q)\) by \((q, p)\).

In PEL moduli problems, triples \((C, *, h)\) arise in the following way. Let \(B\) be a semisimple finite-dimensional \(\mathbb{R}\)-algebra with positive involution \(*\). Let \(V\) be a finitely generated left \(B\)-module, and let \((v, w)\) be a nondegenerate skew-Hermitian form on \(V\) (in other words, a nondegenerate real-valued alternating bilinear form on \(V\) such that \((bv, w) = (v, b^*w)\) for all \(v, w \in V\) and all \(b \in B\)). Let \(h : C \rightarrow \text{End}_B(V)\) be an \(\mathbb{R}\)-algebra homomorphism such that \((h(z)v, w) = (v, h(z)w)\) for all \(v, w \in V\) and all \(z \in C\). Assume that the symmetric bilinear form \((v, h(i)w)\) on \(V\) is positive definite. Now let \(C = \text{End}_B(V)\). The adjoint map for \((v, w)\) gives an involution * on \(C\), characterized by \((cv, w) = (v, c^*w)\) for all \(v, w \in V\) and all \(c \in C\). Clearly \(h\) is an \(\mathbb{R}\)-algebra homomorphism from \(C\) to \(C\) satisfying \(h(z) = h(z)^*\) (in other words, a *-homomorphism for * on \(C\) and complex conjugation on \(C\)). The involution \(i\) of \(C\) defined by \(i(x) := h(i)^{-1}x^*h(i)\) is positive since the \(i\)-Hermitian form \((v, h(i)w)\) is positive definite on the faithful \(C\)-module \(V\). Thus \((B, *, V, (\cdot, \cdot), h)\) gives rise to \((C, *, h)\) and hence to \(G, G_1\), and \(X_\infty\) as before.

Any \((C, *, h)\) comes from some \((B, *, V, (\cdot, \cdot), h)\). If fact we can take \(B = C^{\text{opp}}\) with involution \(i\) (the usual \(i\) obtained from * and \(h\)); for \(V\) we can take \(C\) viewed as a left \(C^{\text{opp}}\)-module using right multiplications, with skew-Hermitian form given by \((x, y) = \text{tr}_{C/\mathbb{R}} xh(i)y^*\); we can take \(h : C \rightarrow C\) to be the given one. Note, however, that there are other choices for \((B, *, V, (\cdot, \cdot), h)\) giving rise to the same \((C, *, h)\).

**Lemma 4.2.** Let \((B, *, V, (\cdot, \cdot), h)\) be as before and assume that \((\cdot, \cdot)^t\) and \(h^t\) satisfy the same conditions as \((\cdot, \cdot)\) and \(h\). Assume further that the two \(B \otimes_{\mathbb{R}} \mathbb{C}\)-module structures on \(V\) obtained from \(h\) and \(h^t\) are isomorphic. Then \((V, (\cdot, \cdot), h)\) and \((V, (\cdot, \cdot)^t, h^t)\) are isomorphic as skew-Hermitian \(B \otimes_{\mathbb{R}} \mathbb{C}\)-modules. Moreover the set \(X_\infty\) for \((B, *, V, (\cdot, \cdot), h)\) is equal to the set of *-homomorphisms \(h^t\) from \(C\) to \(C = \text{End}_B(V)\) satisfying the following two conditions.

1. The form \((v, h(i)w)\) is positive or negative definite.
2. The two \(B \otimes_{\mathbb{R}} \mathbb{C}\)-module structures on \(V\) obtained from \(h\) and \(h^t\) are isomorphic.

First we prove the first statement. The positive definite form \((v, h(i)w)\) is \(B \otimes_{\mathbb{R}} \mathbb{C}\)-Hermitian for the positive involution on \(B \otimes_{\mathbb{R}} \mathbb{C}\) obtained by taking the tensor product of * on \(B\) and complex conjugation on \(C\), where we have used \(h\) to regard \(V\) as \(B \otimes_{\mathbb{R}} \mathbb{C}\)-module. We have the analogous assertion for \((\cdot, \cdot)^t\) and \(h^t\) as well. By Lemma 2.6 the two Hermitian \(B \otimes_{\mathbb{R}} \mathbb{C}\)-modules we
get from $(\cdot, \cdot), h$ and $(\cdot, \cdot)^\prime, h'$ are isomorphic. Concretely this says that there exists $c \in C\times$ such that $h' = \text{Int}(c) \circ h$ and $(v, h(i)w) = (cv, h'(i)cw)^\prime$ for all $v, w \in V$. It follows that $(v, w) = (cv, cw)^\prime$ for all $v, w \in V$, which means that $c$ is an isomorphism from the skew-Hermitian $B$-module $(V, (\cdot, \cdot), h)$ to $(V, (\cdot, \cdot)^\prime, h')$.

As for the second statement, it is easy to see that any $h' \in X_\infty$ satisfies (1) and (2). Conversely, if $h'$ satisfies (1) and (2), it follows from the first statement of the lemma that there exists a nonzero real number $r$ and an isomorphism $g$ of skew-Hermitian $B \otimes_\mathbb{R} \mathbb{C}$-modules from $(V, (\cdot, \cdot), h)$ to $(V, r(\cdot, \cdot), h')$. Concretely, $g$ is an element of $G(\mathbb{R})$ conjugating $h$ into $h'$, which shows that $h' \in X_\infty$.

**Lemma 4.3.** Suppose that $B, \ast, V, (\cdot, \cdot), h$ are as before and that $h' : \mathbb{C} \rightarrow \mathbb{C}$ is another $\ast$-homomorphism such that $(v, h(i)w)$ is positive definite. Then $h'$ and $h$ are conjugate under $G_1(\mathbb{R})$.

We begin by checking that it is enough to prove that $h, h'$ are conjugate under $C\times$, or, equivalently, that the $B \otimes_\mathbb{R} \mathbb{C}$-module structures on $V$ obtained from $h, h'$ are isomorphic. Indeed, by the proof of the first statement of the previous lemma it would then follow that there exists $c \in C\times$ conjugating $h$ into $h'$ and such that $(v, w) = (cv, cw)$ for all $v, w \in V$, which means that $c \in G_1(\mathbb{R})$.

It remains to show that $h, h'$ are conjugate under $C\times$. By decomposing $(B, \ast)$ as a product of simple $\mathbb{R}$-algebras with positive involution, we may without loss of generality assume that $B$ is simple. Then $C$ is also simple and has the same center as $B$. If this center is $\mathbb{R}$, then $h$ and $h'$ are conjugate under $C\times$ by the Skolem-Noether theorem, and we are done.

It remains to treat the case that the center of $B$ is $\mathbb{C}$. What we must show is that the $B \otimes_\mathbb{R} \mathbb{C}$-module structures on $V$ obtained from $h, h'$ are isomorphic. These two modules are isomorphic if and only if they are isomorphic as modules over the center of $B \otimes_\mathbb{R} \mathbb{C}$, namely, $\mathbb{C} \otimes_\mathbb{R} \mathbb{C}$. Therefore it is enough to treat the case $B = \mathbb{C}$ ($\ast$ is then automatically complex conjugation).

At this point our situation is as follows. We are given a complex vector space $V$ together with a nondegenerate real-valued alternating form $(v, w)$ on $V$ such that $(zv, w) = (v, zw)$ for all $v, w \in V$ and all $z \in \mathbb{C}$. We want to show that there is a unique $\text{GL}_c(V)$-conjugacy class of $\mathbb{R}$-algebra homomorphisms $h : \mathbb{C} \rightarrow \text{End}_c(V)$ such that $(h(z)v, w) = (v, h(z)w)$ for all $v, w \in V$ and all $z \in \mathbb{C}$ and such that $(v, h(i)w)$ is positive definite. Any such $h$ decomposes $V$ as $V_1 \oplus V_2$ where $V_1$ (respectively, $V_2$) is the subspace consisting of vectors $v$ such that $h(z)v = zv$ for all $z \in \mathbb{C}$ (respectively, $h(z)v = zv$ for all $z \in \mathbb{C}$). Put $p = \dim(V_1)$ and $q = \dim(V_2)$. Then two homomorphisms $h, h'$ are conjugate by $\text{GL}_c(V)$ if and only if $p, q$ have the same values for $h'$ as they have for $h$. Thus we need to show that the pair $(p, q)$ is uniquely determined by the two conditions imposed on $h$. The alternating form $(\cdot, \cdot)$ is the imaginary part of a complex-valued Hermitian form $(\cdot, \cdot)^\prime$ on $V$:

$$(v, w)^\prime = (v, iw) + i(v, w).$$
It is enough to show that \((p, q)\) is the signature of \((\cdot, \cdot)'\). The subspaces \(V_1\) and \(V_2\) are orthogonal to each other for the alternating form \((\cdot, \cdot)\) and hence for the Hermitian form \((\cdot, \cdot)'\). Since \((v, h(i)w)\) is positive definite and \(h(i)\) acts by \(i\) (respectively, \(-i\)) on \(V_1\) (respectively, \(V_2\)), the restriction of \((\cdot, \cdot)'\) to \(V_1\) (respectively, \(V_2\)) is positive definite (respectively, negative definite), and it follows that the signature of \((\cdot, \cdot)'\) is indeed \((p, q)\).

5. MODULI SPACES OF PEL TYPE

We are interested in PEL moduli problems having good reduction at all places of the reflex field lying over a given rational prime \(p\). We write \(\mathbb{Z}(p)\) for the localization of \(\mathbb{Z}\) at the prime ideal generated by \(p\). Our starting point is the following long list of data. Let \(B\) be a finite-dimensional simple \(\mathbb{Q}\)-algebra with center \(F\), and assume that \(B_{\mathbb{Q}}\) is a product of matrix algebras over unramified \(p\) extensions of \(\mathbb{Q}\) (in particular, the number field \(F\) must be unramified at \(p\)).

Let \(\mathfrak{O}_B\) be a \(\mathbb{Z}(p)\)-order in \(B\) whose \(p\)-adic completion is a maximal order in \(B_{\mathbb{Q}}\). Let \(*\) be a positive involution on \(B\) over \(\mathbb{Q}\) (recall that this means that \(*\) induces a positive involution on \(B_{\mathbb{Q}}\) that preserves the order \(\mathfrak{O}_B\)). Denote by \(F_0\) the fixed field of \(*\) on \(F\). Let \(V\) be a nonzero finitely generated left \(B\)-module. Let \((\cdot, \cdot)\) be a non-degenerate \(\mathbb{Q}\)-valued alternating form on \(V\) such that \((bv, w) = (v, b^*w)\) for all \(v, w \in V\) and all \(b \in B\). Assume that there exists a lattice \(\Lambda_0\) in \(V_{\mathbb{Q}}\) that is self-dual for \((\cdot, \cdot)\) and is preserved by \(\mathfrak{O}_B\). Let \(C\) be the \(\mathbb{Q}\)-algebra \(\text{End}_B(V)\); it is a simple \(\mathbb{Q}\)-algebra with center \(F\) and has an involution \(*\) coming from the form \((\cdot, \cdot)\). Let \(G\) be the algebraic group over \(\mathbb{Q}\) whose points in any \(\mathbb{Q}\)-algebra \(R\) are given by \(\{x \in C \otimes_\mathbb{Q} R | xx^* \in R^*\}\), and let \(G_1\) be the subgroup whose \(R\)-points are given by \(\{x \in C \otimes_\mathbb{Q} R | xx^* = 1\}\). We need two more data in order to formulate our PEL moduli problem. The first is a compact open subgroup \(K\) of \(G(\mathbb{A}_{\mathbb{Q}})\), where \(\mathbb{A}_{\mathbb{Q}}\) denotes the ring of finite adeles of \(\mathbb{Q}\) with trivial \(p\)-adic component. The second is a \(*\)-homomorphism \(h : C \to C_{\mathbb{R}}\) (a \(*\)-homomorphism for complex conjugation on \(C\) and \(*\) on \(C_{\mathbb{R}}\)) such that the symmetric real-valued bilinear form \((v, h(i)w)\) on \(V_{\mathbb{R}}\) is positive definite.

This concludes the list of necessary data, but we need to introduce some more objects before stating the moduli problem. Decompose the \(B_\mathbb{C}\)-module \(V_\mathbb{C}\) as \(V_\mathbb{C} = V_1 \oplus V_2\), where \(V_1\) (respectively, \(V_2\)) is the subspace of \(V_\mathbb{C}\) on which \(h(z)\) acts by \(z\) (respectively, by \(\overline{z}\)). Since \(h\) centralizes \(B\), the subspaces \(V_1\) and \(V_2\) are \(B_\mathbb{C}\)-submodules of \(V_\mathbb{C}\). Let \(E \subset C\) be the field of definition of the isomorphism class of the complex representation \(V_1\) of \(B\); the number field \(E\) is called the reflex field. Choose a basis \(\alpha_1, \ldots, \alpha_t\) for the free \(\mathbb{Z}(p)\)-module \(\mathfrak{O}_B\), and let \(X_1, \ldots, X_t\) be indeterminates. Then

\[
    f(X_1, \ldots, X_t) := \det(X_1\alpha_1 + \cdots + X_t\alpha_t; V_1)
\]

is a homogeneous polynomial of degree \(\text{dim}_\mathbb{C}(V_1)\) in \(X_1, \ldots, X_t\) with coefficients in \(\mathbb{C}\); since the isomorphism class of \(V_1\) is defined over \(E\), these coefficients lie in \(E\). In fact they lie in \(\mathfrak{O}_E \otimes_{\mathbb{Z}} \mathbb{Z}(p)\), where \(\mathfrak{O}_E\) denotes the ring of integers in \(E\). For this it is enough to check that they lie in \(\mathfrak{O}_E' \otimes_{\mathbb{Z}} \mathbb{Z}(p)\).
for some finite extension field $E'$ of $E$ over which $V_1$ can be defined. But then, in a suitable basis, the matrix entries of $\alpha_1, \ldots, \alpha_t$ (acting on $V_1$) are in $\mathcal{O}_{E'} \otimes \mathbb{Z}(p)$, and it follows that $f(X_1, \ldots, X_t)$ has coefficients in $\mathcal{O}_{E'} \otimes \mathbb{Z}(p)$.

We can finally formulate the moduli problem. We consider the set-valued contravariant functor from the category of locally noetherian schemes $S$ over $\mathcal{O}_E \otimes \mathbb{Z}(p)$ that associates to $S$ the set of isomorphism classes of quadruples $(\Lambda, \Lambda, i, \eta)$ of the following type: $A \to S$ is a projective abelian scheme over $S$ up to prime-to-$p$ isogeny, $\lambda: A \to \hat{A}$ is a polarization of $A$ (a prime-to-$p$ isogeny from $A$ to its dual abelian scheme $\hat{A}$, which at every geometric point $s$ of $S$ is a polarization of $A_s$), $i: \mathcal{O}_B \to \text{End}(A)$ is a $*$-homomorphism for $*$ on $\mathcal{O}_B$ and the Rosati involution on the $\mathbb{Z}(p)$-algebra $\text{End}(A)$ obtained from the polarization $\lambda$, and $\eta$ is a level structure of type $K^p$ on $A$ (see the explanation below).

We require that the quadruple $(\Lambda, \lambda, i, \eta)$ satisfy the “determinant condition.” The Lie algebra $\text{Lie}(A)$ is a locally free $\mathcal{O}_S$-module on which $\mathcal{O}_B$ acts. Let $\alpha_1, \ldots, \alpha_t; X_1, \ldots, X_t$ be as before. Then the determinant of the $\mathcal{O}_S$-linear endomorphism $X_1\alpha_1 + \cdots + X_t\alpha_t$ of $\text{Lie}(A)$ is a homogeneous polynomial $g(X_1, \ldots, X_t)$ of degree $\dim_S(A)$ with coefficients in the global sections of $\mathcal{O}_S$. Since $S$ is a scheme over $\mathcal{O}_E \otimes \mathbb{Z}(p)$, it makes sense to require that $g(X_1, \ldots, X_t)$ be equal to the polynomial $f(X_1, \ldots, X_t)$ constructed earlier; this equality $g = f$ is what we mean by the determinant condition. The significance of the determinant condition is explained by the following remark. Let $E$ be a finite-dimensional semisimple algebra over a field $k$, and let $\alpha_1, \ldots, \alpha_t$ be a $k$-basis for $E$. For any finite-dimensional $E$-module $V$ define a polynomial $\det_V \in k[X_1, \ldots, X_t]$ by

$$\det_V = \det(X_1\alpha_1 + \cdots + X_t\alpha_t; V \otimes_k k[X_1, \ldots, X_t]).$$

Then $V$ is isomorphic to $W$ if and only if $\det_V = \det_W$. This explains why we use the determinant rather than the trace, since the analogous assertion regarding the trace is false when the characteristic of $k$ is finite. The proof is easy: replacing $E$ by its center and $k$ by its algebraic closure, it is enough to prove the statement for $E = k \times \cdots \times k$, in which case it is obvious.

Two quadruples $(\Lambda, \lambda, i, \eta)$ and $(\Lambda', \lambda', i', \eta')$ are said to be isomorphic if there is a prime-to-$p$ isogeny from $\Lambda$ to $\Lambda'$, commuting with the action of $\mathcal{O}_B$, carrying $\eta$ into $\eta'$, and carrying $\lambda$ into a scalar multiple of $\lambda'$ (a scalar in $\mathbb{Z}(p)$).

Here is what is meant by a level structure of type $K^p$ on $A$. It is enough to consider the case in which $S$ is connected. The Tate $\mathbb{A}^p_f$-module of $A$ is a smooth $\mathbb{A}^p_f$-sheaf on $S$. Choosing a geometric point $s$ of $S$, we can think of the Tate $\mathbb{A}^p_f$-module of $A$ as the Tate $\mathbb{A}^p_f$-module $H_1(A_s, \mathbb{A}^p_f)$ of the abelian variety $A_s$, viewed as $\pi_1(S, s)$-module. A level structure of type $K^p$ on $A$ is a $K^p$-orbit $\eta$ of isomorphisms $\eta: V_{\mathbb{A}^p_f} \to H_1(A_s, \mathbb{A}^p_f)$ of skew-Hermitian $B$-modules such that $\eta$ is fixed by $\pi_1(S, s)$. Here we are using the $B$-action (respectively, alternating form) on $H_1(A_s, \mathbb{A}^p_f)$ obtained from $i$ (respectively,
A); since the alternating form actually takes values in the Tate twist $A_f^n(1)$ of $A_f^n$, when it is viewed as an alternating form with values in $A_f^n$, it is only well defined up to a scalar, and thus by an isomorphism of skew-Hermitian $B$-modules we mean a $B$-module isomorphism carrying one alternating form into a scalar multiple of the other. Thus the similitude group $G(A_f^n)$ acts on the right of the set of isomorphisms $\eta$, simply transitively if this set is nonempty; this explains what was meant by a $K^p$-orbit of isomorphisms $\eta$. The group $\pi_1(S, s)$ acts by similitudes on the skew-Hermitian $B$-module $H_1(A_s, A_f^n)$ and hence acts on the left of the set of $K^p$-orbits $\eta$; this explains the meaning of the condition that $\eta$ be fixed by $\pi_1(S, s)$. Because of this condition the notion of level structure of type $K^p$ is essentially independent of the choice of geometric point $s$ of $S$.

For sufficiently small $K^p$ this moduli problem is representable by a quasi-projective scheme $S_{K^p}$ over $\mathcal{O}_E \otimes_{\mathbb{Z}} \mathbb{Z}(p)$. For $B = \mathbb{Q}$ this was proved by Mumford [M1] using geometric invariant theory. By forgetting the homomorphism $i: \mathcal{O}_B \to \text{End}(A)$ we get a morphism from our moduli problem to one considered by Mumford, and therefore it is enough to show that our moduli problem is relatively representable over his. This is not hard, the key point being the following consequence of Grothendieck’s theory of Hilbert schemes: For any projective abelian scheme $A$ over a locally noetherian scheme $S$ the functor $T \mapsto \text{End}(A_T)$ on the category of locally noetherian $S$-schemes $T$ is representable by a disjoint union of projective schemes over $S$.

Before discussing the smoothness of $S_{K^p}$ we need to observe that our moduli problems fall into three families (Cases A, C, and D). The involution $*$ is positive on the center $F$ of the simple $\mathbb{Q}$-algebra $B$. Therefore the fixed field $F_0$ of $*$ on $F$ is totally real, and either $F = F_0$, in which case $*$ is said to be of the first kind, or else $F$ is a totally complex quadratic extension of $F_0$, in which case $*$ is said to be of the second kind. The group $G_0$ is obtained from an algebraic group $G_0^0$ over $F_0$ by restriction of scalars from $F_0$ to $\mathbb{Q}$, and we have $G_0^0(F_0) = G_1^0(\mathbb{Q}) = \{x \in C | xx^* = 1\}$.

Let $m$ be the positive integer defined by $[F : F_0](\dim_F C)^{1/2}$. The existence of $h: C \to C_\mathbb{R}$ forces $m$ to be even, say $m = 2n$. If $*$ is of the second kind, then $G_0^0$ is an inner form of the quasi-split unipotent group over $F_0$ obtained from the quadratic extension $F$; we refer to this as Case A since over an algebraic closure of $F_0$ the group $G_0$ is of type $A_{n-1}$. If $*$ is of the first kind, then over an algebraic closure of $F_0$, the group $G_0$ is either an orthogonal group in $2n$ variables (a group of type $D_n$) or a symplectic group in $2n$ variables (a group of type $C_n$); of course we refer to these as Cases D and C respectively. Using that $*$ is a positive involution and that our form $(\cdot, \cdot)$ is skew-Hermitian, one sees easily that in Case C the algebra $C_\mathbb{R}$ is a product of $[F_0 : \mathbb{Q}]$ copies of $M_{2n}(\mathbb{R})$, and that in Case D it is a product of $[F_0 : \mathbb{Q}]$ copies of $M_{n}(\mathbb{H})$; of course in Case A it is a product of $[F_0 : \mathbb{Q}]$ copies of $M_{n}(\mathbb{C})$.

Now assume that $p \neq 2$ if we are in Case D. Then for sufficiently small $K^p$ the scheme $S_{K^p}$ is smooth over $\mathcal{O}_E \otimes_{\mathbb{Z}} \mathbb{Z}(p)$. This can be proved using the deformation theory of Grothendieck-Messing [Me], as is done in [LR, Z1].
for Cases A and C. Case D is similar and will be left to the reader, who may, however, prefer to skip this exercise, since we will in fact exclude Case D starting with §14.

Continue to assume that $p \neq 2$ if we are in Case D. Since $S_{K^p}$ is smooth over $\mathcal{O}_E \otimes \mathbb{Z}_{(p)}$, and since $S_{K^p}(\mathbb{C})$ has only finitely many connected components (this follows easily from the description of $S_{K^p}(\mathbb{C})$ given in §8), it follows that $S_{K^p}$ is a finite disjoint union of projective schemes over Mumford’s space; in particular $S_{K^p}$ is of finite type over $\mathcal{O}_E \otimes \mathbb{Z}_{(p)}$. Suppose that $C = \text{End}_B(V)$ is a division algebra. In this case we will show that $S_{K^p}$ is projective over $\mathcal{O}_E \otimes \mathbb{Z}_{(p)}$, using the valuative criterion of properness. Let $R$ be a discrete valuation ring over $\mathcal{O}_E \otimes \mathbb{Z}_{(p)}$ with fraction field $K$ and residue field $k$, and let $(A, \lambda, i, \eta)$ be a $K$-valued point of $S_{K^p}$. Consider the Néron model of $A$ over $R$, which we still denote by $A$. We are free to replace $K$ by a finite extension, so we may assume by Grothendieck’s semistable reduction theorem that the identity component of the special fiber of $A$ is an extension of an abelian variety by a torus $T$. The $\mathbb{Q}$-vector space $X_*(T)_{\mathbb{Q}}$ is a $B$-module whose $\mathbb{Q}$-dimension is no bigger than half the $\mathbb{Q}$-dimension of $V$ (since $2\dim(A) = \dim(V)$). Since the hypothesis that $\text{End}_B(V)$ be a division algebra is equivalent to the hypothesis that $V$ be a simple $B$-module, it follows that $T$ is trivial and hence that the Néron model $A$ is an abelian scheme over $R$ (see Lemma 3 in §1 of [SeT]). If it is immediate that $\lambda$ and $i$ extend to the Néron model, since $\text{End}(A)$ and $\text{Hom}(A, \hat{A})$ are the same for $R$ as they are for $K$; clearly the extended $\lambda$ is compatible with the extended $i$. In fact $\lambda$ is a polarization of the Néron model. Indeed, we may suppose that $\lambda$ comes from a line bundle $\mathcal{L}$ on the Néron model of $A$, and that this line bundle is very ample on the general fiber. By Grothendieck’s semicontinuity theorem the group of global sections of the pullback $\mathcal{L}$ of $\mathcal{L}$ to the geometric special fiber $A_k$ does not vanish, and therefore the index of $\mathcal{L}$ (in the sense of §16 of [M2]) is 0. But the results of §16 of [M2] imply that any nondegenerate line bundle of index 0 is ample (use the usual cohomological criterion for ampleness), which shows that $\lambda$ is a polarization. The old $\eta$ still serves as a level structure on $(A, \lambda, i)$ over $R$. Finally, it is obvious that $(A, \lambda, i)$ satisfies the determinant condition over $R$ (two polynomials over $R$ are equal if and only if they are equal as polynomials over $K$). Thus we have shown that $(A, \lambda, i, \eta)$ extends to an $R$-valued point of $S_{K^p}$, which concludes the proof of properness.

6. HECKE CORRESPONDENCES AND $\lambda$-adic SHEAVES

We retain the notation of §5. We only consider compact open subgroups $K^p$ of $G(\mathbb{A}_f^p)$ that are small enough so that the objects in the moduli problem have no nontrivial automorphisms. For any compact open subgroup $K^p$ of $K^p$ there is an etale covering $S_{K^p} \rightarrow S_{K^p}$, sending $(A, \lambda, i, (\eta))$ to $(A, \lambda, i, \eta)$, where $(\eta)_1$ denotes the $K^p_1$-orbit of $\eta$, and this covering map is Galois with Galois group $K^p/K^p_1$ if $K^p_1$ is normal in $K^p$. For $g \in G(\mathbb{A}_f^p)$ there is an isomorphism $S_{K^p} \rightarrow S_{g^{-1}K^p_1g}$ sending $(A, \lambda, i, \eta)$ to $(A, \lambda, i, \eta_g)$.

Let $l$ be a prime different from $p$. Then any continuous $l$-adic repre-
sentation of $G(A_f^p)$ gives rise to smooth $l$-adic sheaves $\mathcal{F}_{K^p}$ on $S_{K^p}$ (use the restriction of the $l$-adic representation to $K^p$ and the tower over $S_{K^p}$ with Galois group $K^p$ to construct $\mathcal{F}_{K^p}$), and the pullback of $\mathcal{F}_{K^p}$ under $S_{K^p} \to S_{K^p}$ is canonically isomorphic to $\mathcal{F}_{K^p}$ and the pullback of $\mathcal{F}_{g^{-1}K^p g}$ under $S_{K^p} \to S_{g^{-1}K^p g}$ is canonically isomorphic to $\mathcal{F}_{K^p}$; of course this isomorphism depends on the element $g$ and not just the subgroup $g^{-1}K^p g$.

We apply the construction above to the following $l$-adic representations. Let $\xi$ be a finite-dimensional representation of $G$ on a vector space over a number field $L$, and let $\lambda$ be a place of $L$ lying over $l$. Then $\xi$ gives a $\lambda$-adic representation of $G(\mathfrak{Q}_l)$ and hence of $G(A_f^p)$ (use the projection map from $G(A_f^p)$ to $G(\mathfrak{Q}_l)$). We denote by $\mathcal{T}$ the corresponding system of smooth $\lambda$-adic sheaves on the spaces $S_{K^p}$.

Let $K^p$ be a sufficiently small compact open subgroup of $G(A_f^p)$ and let $g \in G(A_f^p)$. Put $K^p_g = K^p \cap g K^p g^{-1}$. Then we get a Hecke correspondence from $S_{K^p}$ to itself by taking

$$S_{K^p} \xleftarrow{a} S_{K^p} \xrightarrow{b} S_{K^p},$$

where the map $a$ is the composition of the covering map $S_{K^p} \hookrightarrow S_{g^{-1}(K^p_g)g}$ for the inclusion $g^{-1}(K^p_g)g \subset K^p$ and the canonical isomorphism $S_{g^{-1}(K^p_g)g} \xleftarrow{S_{K^p}}$ induced by $g$ and the map $b$ is the covering map for the inclusion $K^p_g \subset K^p$.

This Hecke correspondence extends naturally to the sheaf $\mathcal{F}_{K^p}$. For this we need a canonical map from $b^* \mathcal{F}_{K^p}$ to $a^* \mathcal{F}_{K^p}$; since both pullbacks are canonically isomorphic to $\mathcal{F}_{K^p}$, we simply take the canonical isomorphism between the two pullbacks as our map.

7. STRUCTURE OF THE GROUPS $G$ AND $G_1$

We retain the notation of §5. In this section we discuss the structure of the groups $G$ and $G_1$; of course their structure depends on whether we are in Case A, C, or D (see §5 for this case division). In Cases A and C the group $G$ is connected and reductive, while in Case D it is reductive with $2[\mathbb{Q} : \mathbb{Q}]$ connected components. Moreover in Cases A and C the derived group of $G$ is simply connected.

Later we will need information about the Hasse principle for $H^1(\mathbb{Q}, G)$. We write $\ker^1(\mathbb{Q}, G)$ for the locally trivial elements in $H^1(\mathbb{Q}, G)$. In Case D the Hasse principle fails. In Cases A and C, we write $D$ for the torus obtained as the quotient of $G$ by its derived group and use the fact that $\ker^1(\mathbb{Q}, G) = \ker^1(\mathbb{Q}, D)$ (see Lemma 4.3.1 of [K2]). In Case C the torus $D$ is isomorphic to $G_m$, and therefore $G$ satisfies the Hasse principle. In Case A the group $G_1$ is the restriction of scalars from $F_0$ to $\mathbb{Q}$ of an inner form of a quasi-split unitary group over $F_0$, determined by the quadratic extension $F/F_0$; we write $n$ for the dimension of the Hermitian vector space giving rise to this unitary group. Then the torus $D$ is the subtorus of $F^\times \times \mathbb{Q}^\times$ defined by the condition $N_{F/F_0} x = t^n$. 
If \( n \) is even, say \( n = 2k \), then the torus \( D \) is isomorphic to \( D_1 \times \mathbb{Q}^\times \), where \( D_1 \) is the kernel of the norm homomorphism from \( \mathbb{F}_X^\times \) to \( \mathbb{F}_0^\times \), the isomorphism being given by \( (x, t) \mapsto (xt^{-k}, t) \) for \( (x, t) \in D \). Since the tori \( D_1 \) and \( \mathbb{Q}^\times \) both satisfy the Hasse principle, the group \( G \) satisfies the Hasse principle in Case A if \( n \) is even. If \( n \) is odd, say \( n = 2k + 1 \), then \( D \) is isomorphic to the subtorus of \( \mathbb{F}_X \times \) consisting of elements whose norm down to \( \mathbb{F}_0 \) belongs to \( \mathbb{Q}^\times \), the isomorphism being given by \( (x, t) \mapsto xt^{-k} \). This torus need not satisfy the Hasse principle, and therefore \( G \) need not satisfy the Hasse principle in Case A if \( n \) is odd.

We now concentrate on Case A with \( n \) odd and show that the failure of the Hasse principle is of a harmless nature, in that it comes from the failure of the Hasse principle for the center \( Z \) of \( G \). In fact we will show that the canonical map \( \ker^1(Q, Z) \to \ker^1(Q, G) \) is a bijection. We write \( Z_0 \) for the center of the derived group of \( G \). Then we have a commutative diagram with exact rows

\[
\begin{array}{cccccc}
1 & \longrightarrow & Z_0 & \longrightarrow & Z & \longrightarrow & D & \longrightarrow & 1 \\
\| & & \| & & \| & & \| & & \\
1 & \longrightarrow & Z_0 & \longrightarrow & D_1 & \overset{n}{\longrightarrow} & D_1 & \longrightarrow & 1
\end{array}
\]

the bottom row being the analog for \( G_1 \) of the top row, the \( n \) over the arrow from \( D_1 \) to \( D_1 \) signifying that this map is given by \( x \mapsto x^n \).

Let \( v \) be any place of \( Q \). Then \( H^1(Q_v, D_1) = (F_0)^{\times}/N_{F/F_0}(F_v^{\times}) \), which is killed by 2, and since \( n \) is odd, it follows that \( D_1 \overset{n}{\longrightarrow} D_1 \) induces an isomorphism \( H^1(Q_v, D_1) \overset{n}{\longrightarrow} H^1(Q_v, D_1) \). Therefore the map \( H^1(Q_v, Z_0) \to H^1(Q_v, D_1) \) is trivial, which implies that the map \( H^1(Q_v, Z_0) \to H^1(Q_v, Z) \) is trivial, which implies that \( H^1(Q_v, Z) \to H^1(Q_v, D) \) is injective. Moreover, since \( D_1 \) satisfies the Hasse principle, the map \( H^1(Q, Z_0) \to H^1(Q, D_1) \) is also trivial, which implies that the map \( H^1(Q, Z) \to H^1(Q, D) \) is injective. This shows that \( \ker^1(Q, Z) \to \ker^1(Q, D) \) is injective.

It remains to show that \( \ker^1(Q, Z) \to \ker^1(Q, D) \) is surjective. Let \( d \in \ker^1(Q, D) \). The group \( \ker^2(Q, Z_0) \) is trivial, since it is dual [T1] to \( \ker^1(Q, X^*(Z_0)) \), which by Shapiro's lemma is isomorphic to a group of the form \( \ker^1(F_0, X) \), where \( X \) is a \( \text{Gal}(Q/F_0) \)-module on which \( \text{Gal}(Q/F) \) acts trivially (as usual, use a place of \( F_0 \) that remains prime in \( F \) to see that \( \ker^1(F_0, X) = \ker^1(F/F_0, X) \) is trivial). Therefore the image of \( d \) in \( H^2(Q, Z_0) \) is trivial, which implies that there exists \( z \in H^1(Q, Z) \) such that \( z \mapsto d \). The injectivity of \( H^1(Q_v, Z) \to H^1(Q_v, D) \) shows that \( z \in \ker^1(Q, Z) \), as desired.

We will also need to understand conjugacy classes in \( G(K) \), where \( K \) is an algebraically closed field containing \( Q \). For this we consider the obvious embedding \( i : G \hookrightarrow H \), where \( H \) denotes the \( Q \)-group \( C^{\times} \) (recall that \( C = \ldots \))
End_B(V), as well as the homomorphism \( c : G \rightarrow \mathbb{G}_m \) that associates to \( g \in G(K) \) the scalar \( c(g) \in K^\times \) such that \( (gv, gw) = c(v, w) \) for all \( v, w \in V \).

**Lemma 7.1.** Two elements \( x, y \) of \( G(K) \) are conjugate if and only if \( c(x) = c(y) \) and \( i(x), i(y) \) are conjugate in \( H(K) \).

Suppose that \( c(x) = c(y) \) and that \( i(x), i(y) \) are conjugate in \( H(K) \). We want to show that \( x, y \) are conjugate. Modifying \( x, y \) by the same scalar, we may assume that \( c(x) = c(y) = 1 \), so that \( x, y \in G_1(K) \). Over \( K \) the groups \( G_1 \) and \( H \) decompose as products of factors indexed by the embeddings of \( F_0 \) in \( K \). Thus we may reduce to the case in which \( G_1 \hookrightarrow H \) is of one of the three following types:

\[
\begin{align*}
(A) & \quad \text{GL}_n \hookrightarrow \text{GL}_n \times \text{GL}_n \quad \text{(diagonal map)}, \\
(C) & \quad \text{Sp}_{2n} \hookrightarrow \text{GL}_{2n} \\
(D) & \quad \text{O}_{2n} \hookrightarrow \text{GL}_{2n}.
\end{align*}
\]

Case A is trivial and Cases C and D are dealt with in the fourth chapter of the article by Springer and Steinberg in [B] (for semisimple \( x, y \) one can simply look at Weyl group orbits on maximal tori of the groups \( G_1 \) and \( H \)).

Finally, we will also need several facts about the \( p \)-adic group \( G_{Q_p} \). To simplify notation we will temporarily write \( F, F_0, B, V, C \) for the objects over \( Q_p \) obtained by extension of scalars from the previously considered objects over \( Q \), and we will also write \( \mathcal{O}_B \) for the \( p \)-adic completion of the previously considered \( \mathcal{O}_F \). Because of the conditions imposed in §5 the \( Q_p \)-algebra \( F \) is a finite product of finite unramified extensions of \( Q_p \), the algebra \( B \) is a matrix algebra over \( F \), the order \( \mathcal{O}_B \) is a maximal order in \( B \) (hence is a matrix algebra over \( \mathcal{O}_F \)), the involution \( * \) of \( B \) preserves \( \mathcal{O}_B \), and there exists a self-dual \( \mathcal{O}_B \)-lattice \( \Lambda \) in \( V \) (by \( \mathcal{O}_B \)-lattice in \( V \) we mean a lattice that is an \( \mathcal{O}_B \)-submodule).

**Lemma 7.2.** Let \((V', (\cdot, \cdot))\) be a nondegenerate skew-Hermitian \( B \)-module such that \( V' \) is isomorphic to \( V \) as \( B \)-module. Suppose that \( \Lambda' \) is a self-dual \( \mathcal{O}_B \)-lattice in \( V' \). In Case D assume further that \( p \neq 2 \) and that under the map

\[
H^1(Q_p, G) \rightarrow H^1(Q_p, G/G^0),
\]

the element of \( H^1(Q_p, G) \) that measures the difference between \( V \) and \( V' \) is sent to the trivial element of \( H^1(Q_p, G/G^0) \). Then there exists an isomorphism \( \phi : V \rightarrow V' \) of skew-Hermitian \( B \)-modules such that \( \phi(\Lambda) = \Lambda' \).

Assume for the moment that the skew-Hermitian \( \mathcal{O}_B/p\mathcal{O}_B \)-modules \( \Lambda/p\Lambda \) and \( \Lambda'/p\Lambda' \) are isomorphic; later in the proof we will see that this assumption holds automatically. Choose an isomorphism \( \tilde{\phi} : \Lambda/p\Lambda \rightarrow \Lambda'/p\Lambda' \) of skew-Hermitian \( \mathcal{O}_B/p\mathcal{O}_B \)-modules. Modifying the alternating form \( (\cdot, \cdot)' \) by a unit, we may assume that \( \tilde{\phi} \) carries the alternating form on \( \Lambda'/p\Lambda' \) into the alternating form on \( \Lambda/p\Lambda \) (not just a scalar multiple of that form). Since the \( \mathcal{O}_B \)-module \( \Lambda \) is projective, there exists an \( \mathcal{O}_B \)-module map \( \phi_0 : \Lambda' \rightarrow \Lambda \) whose reduction modulo \( p \) is \( \tilde{\phi} \), and it follows from Nakayama's lemma that \( \phi_0 \) is
an isomorphism of $\mathcal{O}_B$-modules. We use $\phi_0$ to identify $V'$ with $V$ and $\Lambda'$ with $\Lambda$; thus $(\cdot, \cdot)'$ is now a second nondegenerate skew-Hermitian form on $V$ for which $\Lambda'$ is self-dual, and the reduction of $(\cdot, \cdot)'$ modulo $p$ coincides with the reduction of $(\cdot, \cdot)$ modulo $p$. Let $C_0$ denote the maximal order $\text{End}_{\mathcal{O}_p}(\Lambda)$ of $C$; the involution $\ast$ on $C$ obtained from $(\cdot, \cdot)$ preserves $C_0'$. Let $\mathcal{O}$ denote the maximal order $\text{End}_{\mathcal{O}_p}(A)$ of $\mathcal{O}$; we use $\mathcal{O}$ to identify $V$ with $A'$ and $A'$ with $A$. Thus $(\cdot, \cdot)'$ is now a second non-degenerate skew-Hermitian form on $V$ for which $A$ is self-dual, and the reduction of $(\cdot, \cdot)'$ modulo $p$ coincides with the reduction of $(\cdot, \cdot)$ modulo $p$.

Let $\mathcal{O}$ denote the maximal order $\text{End}_{\mathcal{O}_p}(A)$ of $\mathcal{O}$; the involution $\ast$ on $\mathcal{O}$ obtained from $(\cdot, \cdot)$ preserves $\mathcal{O}'$. We want to find $\psi \in C_0$ such that $\text{id}_\Lambda + \psi \psi$ induces an isomorphism of skew-Hermitian $\mathcal{O}_B/p^2\mathcal{O}_B$-modules from $(A/p^2 A, (\cdot, \cdot))$ to $(A/p^2 A, (\cdot, \cdot'))$. Let $\rho$ be the unique element of $C_0$ such that $(v, w)' = (\rho v, w)$ for all $v, w \in \Lambda$. Of course $\rho^* = \rho$. The condition on $\psi$ can be expressed as

$$(\rho - 1)/p \equiv \psi + \psi^* \pmod{p}.$$ 

If $p \neq 2$, it is obvious that this equation can be solved (take $\psi$ to be $\frac{1}{2}$ times the symmetric element $(\rho - 1)/p$ of $C_0$). If $p = 2$ and we are in Case A, it is again obvious that this equation can be solved (use that the trace map from $\mathbb{F}_p$ to $\mathbb{F}_p$ is surjective). If $p = 2$ and we are in Case C, it is not true that the map $x \mapsto x + x^*$ from $C_0/pC_0$ to $(C_0/pC_0)_\text{sym}$ is surjective; however, it is true that its image contains $(C_0)_\text{sym}/p(C_0)_\text{sym}$ (just look at dimensions, noting that the involution $\ast$ on $C_0/pC_0$ gives rise to a product of groups of type $C$ over $\mathbb{F}_p$).

Continuing this process for $p^3, p^4, \ldots$, we eventually get $\psi \in C_0$ such that $\text{id}_\Lambda + \psi \psi$ is an isomorphism of skew-Hermitian $\mathcal{O}_B$-modules from $(V, (\cdot, \cdot))$ to $(V, (\cdot, \cdot'))$. This proves the lemma under the assumption made at the beginning of the proof. In Cases A and C Lang's theorem implies that any two nondegenerate skew-Hermitian forms on $\Lambda/p\Lambda$ are equivalent, and therefore the assumption we made holds automatically. In Case D we are dealing with a disconnected group, and we are not yet in a position to use Lang's theorem. However, applying what has been done already with $\mathbb{Q}_p$ replaced by a sufficiently large finite unramified extension $K$ of $\mathbb{Q}_p$, we see that the difference between $V'$ and $V$ can be represented by a 1-cocycle with values in $G(\mathcal{O}_K)$, where we are using the $\mathbb{Z}_p$-form of $G$ determined by $\Lambda$. Since $G(\mathcal{O}_K)$ meets every connected component of $G(\mathcal{O}_p)$, the group $G(\mathcal{O}_K)/G^0(\mathcal{O}_K)$ is isomorphic both to $G(\mathbb{Q}_p)/G^0(\mathbb{Q}_p)$ and $G(\mathbb{F}_p)/G^0(\mathbb{F}_p)$, and the additional hypothesis we made in Case D implies that the difference between the skew-Hermitian $\mathcal{O}_B$-modules $\Lambda/p\Lambda$ and $\Lambda'/p\Lambda'$ comes from an element of $H^1(\mathbb{F}_p, G^0(\mathbb{F}_p))$, and this cohomology set is trivial by Lang's theorem. Therefore $\Lambda/p\Lambda$ and $\Lambda'/p\Lambda'$ are indeed isomorphic, and the proof of the lemma is complete.

**Corollary 7.3.** In Case D assume that $p \neq 2$. Then $G(\mathbb{Q}_p)$ acts transitively on the set of $\mathcal{O}_B$-lattices $\Lambda'$ in $V$ that are self-dual up to a scalar in $\mathbb{Q}_p^\times$.

Apply Lemma 7.2 to $(V, (\cdot, \cdot), \Lambda)$ and $(V, c(\cdot, \cdot), \Lambda')$, where $c \in \mathbb{Q}_p^\times$ is chosen so that $\Lambda'$ is self-dual with respect to $c(\cdot, \cdot)$.

We continue to work with $p$-adic objects $F, F_0, B, V, C$, and we again consider the embedding $i : G \hookrightarrow H := C^\times$. Let $\Lambda$ be a self-dual $\mathcal{O}_B$-lattice in
and let $K$ (respectively, $K_H$) denote its stabilizer in $G(\mathbb{Q}_p)$ (respectively, $H(\mathbb{Q}_p)$).

**Lemma 7.4.** Let $x, y \in G(\mathbb{Q}_p)$, and assume that $K_H l(x)K_H = K_H l(y)K_H$. Then $KxK = KyK$.

First consider Cases A and C, so that $G$ is connected. Let $S$ be a maximal $\mathbb{Q}_p$-split torus in the quasi-split group $G$ and $\Omega_{\mathbb{Q}_p}$ be the relative Weyl group of $S$. Then the double cosets of $K$ in $G(\mathbb{Q}_p)$ are in one-to-one correspondence with the orbits of $\Omega_{\mathbb{Q}_p}$ on $X_*(S)$, and the analogous statement holds for $H$ as well. From the proof of Lemma (1.1.3) of [Kl] we see that $X_*(S) \otimes \mathbb{R}$ modulo $\nu_{\mathbb{Q}_p}$ injects into $X_*(T) \otimes \mathbb{R}$ modulo $\nu$, where $T$ is the unique maximal torus of $G$ containing $S$ and $\Omega$ is the absolute Weyl group of $T$. Let $T_H$ be a maximal torus of $H$ containing $l(T)$ and let $\Omega_H$ be its absolute Weyl group. It is enough to prove that if two elements $x, y \in X := X_*(T) \otimes \mathbb{R}$ are such that $i(x), i(y)$ are in the same orbit of $\Omega_H$ in $X_H := X_*(T_H) \otimes \mathbb{R}$, then $x, y$ are in the same orbit of $\Omega$ in $X$. Modifying $x, y$ by an element of the form $j(z)$, where $z \in X_*(G_m) \otimes \mathbb{R}$ and $j$ is the obvious inclusion of $G_m$ in the center of $G$, we may assume that $x, y \in X_1 := X_*(T \cap G_1) \otimes \mathbb{R}$. In other words we can work with $G_1 \hookrightarrow H$ rather than $G \hookrightarrow H$, which means that our problem decomposes as a product of problems of the form $\text{GL}_n \hookrightarrow \text{GL}_n \times \text{GL}_n$ (diagonal map) in Case A and of the form $\text{Sp}_{2n} \hookrightarrow \text{GL}_{2n}$ in Case C. Thus Case A is trivial. In Case C note that every positive root for $\text{Sp}_{2n}$ is the restriction of a positive root for $\text{GL}_{2n}$, so that the positive Weyl chamber for $\text{Sp}_{2n}$ is contained in the positive Weyl chamber for $\text{GL}_{2n}$. This gives what we want, since the closure of any Weyl chamber is a fundamental domain for the action of the Weyl group.

Case D is a little more complicated. Let $K^0 = K \cap G^0(\mathbb{Q}_p)$. Then $K^0 \setminus G^0(\mathbb{Q}_p)/K^0$ is in one-to-one correspondence with the orbits of the relative Weyl group $\Omega^0_{\mathbb{Q}_p}$ of $G^0$ on $X_*(S)$, where $S$ denotes a maximal $\mathbb{Q}_p$-split torus in $G^0$. Since $K$ meets every connected component of $G$, the map $G^0(\mathbb{Q}_p)/K^0 \rightarrow G(\mathbb{Q}_p)/K$ is bijective, which implies that $K \setminus G(\mathbb{Q}_p)/K$ is the quotient of $K^0 \setminus G^0(\mathbb{Q}_p)/K^0$ by the conjugation action of $K/K^0$ on that set. Let $T$ denote the unique maximal torus of $G^0$ containing $S$, let $N_T$ denote the normalizer of $T$ in $G(\mathbb{Q}_p)$, and let $\Omega_{\mathbb{Q}_p}$ denote the quotient $N_T/T(\mathbb{Q}_p)$. Since both $N_T$ and $K$ meet every connected component of $G$, the groups $K/K^0$ and $\Omega_{\mathbb{Q}_p}/\Omega_{\mathbb{Q}_p}$ are equal, and we see that the double cosets $K \setminus G(\mathbb{Q}_p)/K$ are in one-to-one correspondence with the orbits of $\Omega_{\mathbb{Q}_p}$ on $X_*(S)$.

It is again true that $X_*(S) \otimes \mathbb{R}$ modulo $\Omega_{\mathbb{Q}_p}$ injects into $X_*(T) \otimes \mathbb{R}$ modulo $\Omega$ the absolute analog $\Omega$ of $\Omega_{\mathbb{Q}_p}$. It is enough to check this for $G_1$ rather that $G$, and then the problem reduces to checking the following assertion: for a quasi-split orthogonal group $G$ in $2n$ variables over a field $E$ the set $X_*(S) \otimes \mathbb{R}$ modulo $\Omega_E$ injects into $X_*(T) \otimes \mathbb{R}$ modulo $\Omega$. If $G^0$ is split, the assertion is trivial. Otherwise $G^0$ splits over a quadratic extension $E'$ of $E$, and the
nontrivial element of $\text{Gal}(E'/E)$ acts on $X_*(T) \otimes \mathbb{R}$ by the unique nontrivial element $\omega_1$ of $\Omega$ that preserves the positive Weyl chamber of $X_*(T) \otimes \mathbb{R}$ (pick a Borel subgroup of $G^0$ over $E$ containing $T$). The element $\omega_1$ is of order 2, and $\Omega$ is the semidirect product of $\{1, \omega_1\}$ and $\Omega^0$ (of course $\Omega^0$ denotes the absolute Weyl group of $T$ in $G^0$). The subspace $X_*(S) \otimes \mathbb{R}$ of $X_*(T) \otimes \mathbb{R}$ is equal to the set of fixed points of $\omega_1$. Now let $x, y \in X_*(S) \otimes \mathbb{R}$ and suppose that $x, y$ are in the same orbit of $\Omega$ on $X_*(T) \otimes \mathbb{R}$, say $y = \omega^j x$ for $\omega \in \Omega^0$ and $j = 0$ or 1. Since $\omega_1$ fixes $x$, we have $y = \omega x$. Again from the proof of Lemma (1.1.3) of [K1] we see that $y, x$ belong to the same orbit of $\Omega^0$ on $X_*(S) \otimes \mathbb{R}$, as we wanted to show.

Thus we need to examine the embedding $\mathbb{O}_{2n} \hookrightarrow \mathbb{G}_{L,2n}$ over an algebraically closed field. Letting $T$ (respectively, $T_H$) denote a maximal torus in $\mathbb{O}_{2n}$ (respectively, a maximal torus in $\mathbb{G}_{L,2n}$ containing $T$), we must show that $X_*(T) \otimes \mathbb{R}$ modulo the Weyl group $\Omega$ of $\mathbb{O}_{2n}$ injects into $X_*(T_H) \otimes \mathbb{R}$ modulo the Weyl group $\Omega_H$ of $\mathbb{G}_{L,2n}$. But the map $X_*(T) \rightarrow X_*(T_H)$ from the $\Omega$-module $X_*(T)$ to the $\Omega_H$-module $X_*(T_H)$ is isomorphic to the analogous map for $\text{Sp}_{2n} \hookrightarrow \mathbb{G}_{L,2n}$ (the Weyl group for the disconnected group $\mathbb{O}_{2n}$ is isomorphic to the Weyl group for $\text{Sp}_{2n}$), and for this map we have already seen that the desired injectivity holds.

**Remark 7.5.** In Lemma 7.2, Corollary 7.3, and Lemma 7.4 the base field $\mathbb{Q}_p$ can be replaced by any unramified extension of $\mathbb{Q}_p$.

### 8. Complex points of moduli spaces of PEL type

We retain the notation of §5. If we are in Case D we assume that $p \neq 2$. We consider the set of complex points $S_{K^e}((\mathbb{C})$ of $S_{K^e}$ relative to the map $\mathcal{O}_E \otimes_{\mathbb{Z}} \mathbb{Z}_{(p)} \rightarrow \mathbb{C}$ induced by the inclusion $E \subset \mathbb{C}$. Thus we are interested in quadruples $(A, \lambda, i, \bar{\eta})$ satisfying the determinant condition, where $A$ is now an abelian variety over $\mathbb{C}$ up to prime-to-$p$ isogeny. The homology group $H := H_1(A, \mathbb{Q})$ is a skew-Hermitian $B$-module, the $B$-action coming from $i$ and the alternating form coming from $\lambda$; since it is necessary to choose a square root of $-1$ in $\mathbb{C}$ in order to regard the alternating form as being $\mathbb{Q}$-valued, the form is only well determined up to scalars.

We claim that for every place $v$ of $\mathbb{Q}$ the skew-Hermitian $B_{\mathbb{Q}_v}$-modules $H_{\mathbb{Q}_v}$ and $V_{\mathbb{Q}_v}$ are isomorphic. For finite places $v$ different from $p$ this is an immediate consequence of the existence of $\bar{\eta}$.

In particular, considering any single finite place $v$ different from $p$, we see that the $B$-modules $H$ and $V$ are isomorphic. Therefore the $B_{\mathbb{R}}$-modules $H_{\mathbb{R}}$ and $V_{\mathbb{R}}$ are isomorphic, and the same is true of the $B_{\mathbb{C}}$-modules $H_{\mathbb{C}}$ and $V_{\mathbb{C}}$. Recall that we have decomposed $V_{\mathbb{C}}$ as $V_1 \oplus V_2$, a decomposition as $B_{\mathbb{C}} \otimes_{\mathbb{R}} \mathbb{C}$-module, where we use $h$ to give $V_{\mathbb{R}}$ a complex structure. The natural complex structure on $H_{\mathbb{R}} = \text{Lie}(A)$ allows us to do the same for $H_{\mathbb{C}}$, obtaining a decomposition $H_{\mathbb{C}} = H_1 \oplus H_2$. The determinant condition $f = g$ satisfied by $(A, i)$ implies that $H_1$ and $V_1$ are isomorphic $B_{\mathbb{C}}$-modules; this, together with the
fact that $H_C$ and $V_C$ are isomorphic $B_C$-modules, implies that $H_R$ and $V_R$ are isomorphic $B_R \otimes_R \mathbb{C}$-modules. Lemma 4.2 then implies that $H_R$ and $V_R$ are isomorphic skew-Hermitian $B_R$-modules.

It remains to consider the place $v = p$. In this case we simply apply Lemma 7.2. We must check that the hypotheses of that lemma are satisfied. First of all, note that the $B_{Q_p}$-modules $V_{Q_p}$ and $H_{Q_p}$ are isomorphic. Next, since $A$ is an abelian variety up to prime-to-$p$ isogeny, the $\mathbb{Z}_p$-module $A' := H_1(A, \mathbb{Z}_p)$ is well defined and gives us a self-dual $\mathcal{O}_p$-lattice in $H_{Q_p}$. Finally, if we are in Case D, there are two further conditions to check. One is that $p \neq 2$; we made this assumption at the beginning of this section. To check the second condition, we consider the element $g \in H^1(Q, G)$ that measures the difference between $V$ and $H$. We already know that $g$ is locally trivial for all places $v \neq p$. Therefore the image of $g$ in $H^1(Q, G/G^0)$ is locally trivial except possibly at $v = p$. But by Shapiro's lemma $H^1(Q, G/G^0)$ is equal to $H^1(F_0, \{\pm 1\})$, and the latter group is just the group of characters on the idele class group of $F_0$ with values in $\{\pm 1\}$. By the weak approximation theorem for the ideles of $F_0$ any such character that is trivial at all but a finite number of places of $F_0$ is trivial. Therefore the image of $g$ in $H^1(Q, G/G^0)$ is trivial, which implies that the last hypothesis of Lemma 7.2 is indeed satisfied.

Isomorphism classes of skew-Hermitian $B$-modules of the same dimension as $V$ are classified by $H^1(Q, G)$, and therefore by [BS] there are finitely many isomorphism classes of skew-Hermitian $B$-modules $(V', (\cdot, \cdot))$ such that $V'_v$ and $V_{Q_v}$ are isomorphic for all places $v$ of $Q$; we choose representatives $V^{(1)}, \ldots, V^{(m)}$ in these isomorphism classes, and for each one we fix local isomorphisms $V^{(i)}_v \simeq V_{Q_v}$ for all places $v$ of $Q$. We denote by $G^{(i)}$ the group of automorphisms of $V^{(i)}$. The local isomorphisms we just chose induce local isomorphisms $G^{(i)}_{Q_v} \simeq G_{Q_v}$ for all $v$. The set $S_{K^p}(C)$ is a disjoint union $\bigcup_{i=1}^m S_{K^p}(C)^{(i)}$, where $S_{K^p}(C)^{(i)}$ consists of quadruples $(A, \lambda, i, \eta)$ such that $H$ is isomorphic to $V^{(i)}$, and it is enough to describe each set $S_{K^p}(C)^{(i)}$.

We may assume that $V^{(1)}$ is $V$ itself and start by describing $S_{K^p}(C)^{(1)}$. Consider a point $(A, \lambda, i, \eta)$ of $S_{K^p}(C)^{(1)}$ and choose an isomorphism between $H$ and $V$. Then giving $\eta$ is equivalent to giving an element of $G(A_p^0)/K^p$. The complex structure on $H_R = \text{Lie}(A)$ becomes a complex structure on $V_R$ and yields a homomorphism $h': \mathbb{C} \to C_R$. It follows from Lemma 4.2 that $h'$ belongs to the set $X^\infty$ of $G(\mathbb{R})$-conjugates of $h$ (recall that we have already shown that $H_R$ and $V_R$ are isomorphic $B_R \otimes_R \mathbb{C}$-modules). The self-dual $\mathcal{O}_p$-lattice $\Lambda'$ becomes an $\mathcal{O}_p$-lattice (still denoted $\Lambda'$) in $V_{Q_p}$, and it is self-dual up to a scalar (in other words, it is self-dual for some scalar multiple of $(\cdot, \cdot)$). Choose a self-dual $\mathcal{O}_p$-lattice $\Lambda_0$ in $V_{Q_p}$, and let $K_p$ denote its stabilizer in $G(Q_p)$. Corollary 7.3 tells us that there exists $g \in G(Q_p)$ such that $\Lambda' = g\Lambda_0$, and $g$ determines a well-defined element of $G(Q_p)/K_p$. Put $K = K_p \cdot K^p$, a compact open subgroup.
of $G(\mathbb{A}_f)$. Then our choice of isomorphism between $H$ and $V$ has given us a well-defined element of $(G(\mathbb{A}_f)/\mathcal{K}) \times X_\infty$. The group $G(\mathbb{A}) = G(\mathbb{A}_f) \times G(\mathbb{R})$ acts in an obvious way on the left of $(G(\mathbb{A}_f)/\mathcal{K}) \times X_\infty$, as does the subgroup $G(\mathbb{Q})$ of $G(\mathbb{A})$. Any two isomorphisms between $H$ and $V$, or in other words by an element of $G(\mathbb{Q})$, and the corresponding elements of $(G(\mathbb{A}_f)/\mathcal{K}) \times X_\infty$ are in the same $G(\mathbb{Q})$-orbit. Therefore $(A, \lambda, t, \eta)$ gives rise to a well-defined element of the quotient $G(\mathbb{Q}) \backslash ((G(\mathbb{A}_f)/\mathcal{K}) \times X_\infty)$. The theory of abelian varieties over $\mathbb{C}$ shows that this construction yields a bijection from $S_{K^p}(\mathbb{C})^{(i)}$ to $G(\mathbb{Q}) \backslash ((G(\mathbb{A}_f)/\mathcal{K}) \times X_\infty)$. Replacing $V$ by $V^{(i)}$, we get a bijection from $S_{K^p}(\mathbb{C})^{(i)}$ to $G^{(i)}(\mathbb{Q}) \backslash ((G(\mathbb{A}_f)/\mathcal{K}) \times X_\infty)$ (of course we are using our local isomorphisms $G_Q^{(i)} \simeq G_Q$ to make $G^{(i)}(\mathbb{Q})$ act on $(G(\mathbb{A}_f)/\mathcal{K}) \times X_\infty$).

Now we apply the discussion at the beginning of §7; in particular in Case A we again have the integer $n$ introduced in §7. In Case D the situation is complicated in two ways: the group $G$ has $2[\mathcal{F}_0: \mathcal{Q}]$ connected components and does not satisfy the Hasse principle. In Case C and in Case A with $n$ even, the situation is simple: $G$ is connected and satisfies the Hasse principle.

It remains to discuss Case A with $n$ odd. In this case we have seen in §7 that $\ker^1(\mathbb{Q}, Z) \to \ker^1(\mathbb{Q}, G)$ is a bijection. Using that $Z$ is the kernel of the map $F^\times \times \mathbb{Q}^\times \to F_0^\times$ sending $(x, t)$ to $(N_{F/F_0}(x))^{-1}$, we see that $H^1(\mathbb{Q}, Z) = F_0^\times /\mathbb{Q}^\times N_{F/F_0}(F^\times)$ and that $H^1(\mathbb{Q}, Z(\bar{\mathbb{A}})) = \mathbb{A}_{F_0}^\times /\mathbb{A}_{F_0}^\times N_{F/F_0}(A_F^\times)$. Let $z$ belong to $\ker^1(\mathbb{Q}, Z)$ and represent $z$ by an element $\alpha \in F_0^\times$. Choose, for each place $v$ of $\mathbb{Q}$, an element $\beta_v \in F_v^\times$ such that $\alpha N_{F/F_0} \beta_v \in \mathbb{Q}_v^\times$. Modifying the representative $\alpha$ by an element of $\mathbb{Q}^\times N_{F/F_0}(F^\times)$, we may assume that $\alpha$ is totally positive and that it is a unit at every place of $F$ lying over $p$. Define an automorphism of $S_{K^p}$ by sending an $S$-valued point $(A, \lambda, i, \eta)$ to the point $(A, \lambda \circ i(\alpha), i, \overline{\beta}\eta)$, where $\beta$ is the element of $(\mathbb{A}_f^P \otimes F^\times)$ whose component in $F_l$ is $\beta_l$ for every prime $l$ different from $p$. This automorphism of $S_{K^p}$ depends on $\beta$ as well as $\alpha$. Varying $K^p$, we get an automorphism of the projective system $S_{K^p}$, and this automorphism commutes with the action of $G(\mathbb{A}_f^P)$ on the projective system. Since the $\lambda$-adic sheaves in §6 are constructed in a formal way from this projective system, the automorphism is compatible with these sheaves as well.

The subvarieties $S_{K^p}^{(1)}, \ldots, S_{K^p}^{(m)}$ of the $E$-variety $S_{K^p}$ are defined over $E$; in fact each one is a canonical model for the Shimura variety obtained from the data $(G, h^{-1}, K^P)$. Let $z_i$ be the element of $\ker^1(\mathbb{Q}, Z)$ mapping to the element of $\ker^1(\mathbb{Q}, G)$ determined by the skew-Hermitian $B$-module $V^{(i)}$. Then any one of the automorphisms of $S_{K^p}$ associated to $z_i$ maps $S_{K^p}^{(i)}$ isomorphically to $S_{K^p}^{(i)}$, compatibly with the action of $G(\mathbb{A}_f^P)$ on the projective system $S_{K^p}$ and with the $\lambda$-adic sheaves on these spaces. Therefore our moduli space over $E$ is just a disjoint union of $|\ker^1(\mathbb{Q}, G)|$ copies of the canonical model $S_{K^p}^{(1)}$ for $(G, h^{-1}, K^P)$. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
9. R-ISOGENIES, SYMMETRIZATIONS, AND POLARIZATIONS

Let $k$ be a field and consider the category of abelian varieties over $k$. For any commutative ring $R$ with 1 we can also consider the $R$-linear category of abelian varieties over $k$. For any commutative ring $R$ with 1 we can also consider the $R$-linear category of abelian varieties up to $R$-isogeny: its objects are abelian varieties over $k$ and the $R$-module of homomorphisms from $A$ to $B$ is $\text{Hom}(A, B) \otimes_R R$, where $\text{Hom}(A, B)$ is the $\mathbb{Z}$-module of $k$-homomorphisms from $A$ to $B$. An $R$-isogeny from $A$ to $B$ is an isomorphism in the category of abelian varieties up to $R$-isogeny. The functor $A \mapsto \hat{A}$ ($\hat{A}$ denotes the abelian variety dual to $A$) extends to the category of abelian varieties up to $R$-isogeny. For any $f \in \text{Hom}(A, B) \otimes R$ and any $\lambda \in \text{Hom}(B, \hat{B}) \otimes R$ we write $f^*(\lambda)$ for $\hat{\lambda}f \in \text{Hom}(A, \hat{A}) \otimes R$.

An $R$-symmetrization of an abelian variety $A$ is a symmetric $R$-isogeny $\lambda : A \rightarrow \hat{A}$ (symmetric meaning that $\hat{\lambda} = \lambda$). Suppose that $R$ is a subring of $\mathbb{R}$. An $R$-polarization of $A$ is an $R$-symmetrization $\lambda : A \rightarrow \hat{A}$ that is positive in the following sense: the image of $\lambda$ in $\text{Hom}(A, \hat{A}) \otimes \mathbb{R}$ is a linear combination with strictly positive coefficients of elements $\phi_{\mathcal{L}} \in \text{Hom}(A, \hat{A})$ coming from ample line bundles $\mathcal{L}$ on $A$ (see [M2] for the definition of $\phi_{\mathcal{L}}$ and a discussion of its properties). Let $E$ denote the $\mathbb{R}$-algebra $\text{End}(A) \otimes \mathbb{R}$. Then $E^\times$ acts on the right of the $\mathbb{R}$-vector space $V$ of symmetric elements in $\text{Hom}(A, \hat{A}) \otimes \mathbb{R}$ (for $f \in E^\times$ and $\lambda \in V$ the action is given by $\lambda \mapsto f^*(\lambda)$). Looking at §21 of [M2] (especially Application III), we see that the set of $\mathbb{R}$-polarizations in $V$ is a nonempty open convex cone in $V$ and that $E^\times$ preserves this cone and acts transitively on it.

Let $B$ be a semisimple finite-dimensional $\mathbb{Q}$-algebra and let $\ast$ be a positive involution on $B$. Let $R$ be a $\mathbb{Q}$-algebra. By a $B$-abelian variety up to $R$-isogeny we mean an abelian variety $A$ up to $R$-isogeny plus a $\mathbb{Q}$-algebra homomorphism $i : B \rightarrow \text{End}(A)$. These form an $R$-linear category; we write $\text{Hom}_B(A_1, A_2)$ for the $R$-module of $B$-homomorphisms from $A_1$ to $A_2$. The dual $\hat{A}$ to a $B$-abelian variety up to $R$-isogeny is naturally a $B$-abelian variety up to $R$-isogeny, the homomorphism $B \rightarrow \text{End}(\hat{A})$ being given by the composition $B \xrightarrow{\ast} B \xrightarrow{i} \text{End}(A) \rightarrow \text{End}(\hat{A})$. An $R$-symmetrization of a $B$-abelian variety $A$ up to $R$-isogeny is an $R$-symmetrization of the underlying abelian variety up to $R$-isogeny that is at the same time a $B$-homomorphism (that is, an element of $\text{Hom}_B(A, \hat{A})$). Any $R$-symmetrization $\lambda$ of the underlying abelian variety $A$ determines a Rosati involution $f \mapsto i_{\lambda}^*(f) := \lambda^{-1}\hat{f}\lambda$ on $\text{End}(A)$, and it is immediate that $\lambda$ is an $R$-symmetrization of the $B$-abelian variety $A$ if and only if $i$ is a $\ast$-homomorphism for $\ast$ on $B$ and $i_{\lambda}$ on $\text{End}(A)$.

Lemma 9.1. Let $A$ be an abelian variety up to $\mathbb{R}$-isogeny and let $W$ be the real vector space of symmetric elements ($f = \hat{f}$) in $\text{Hom}_B(A, \hat{A})$. Then the set of $\mathbb{R}$-polarizations of the $B$-abelian variety $A$ is a nonempty open convex cone in $W$. Let $E$ be the $\mathbb{R}$-algebra $\text{End}_B(A)$. Then $E^\times$ acts on the right of $W$ by the rule $\lambda \mapsto \hat{\lambda}f$ ($\lambda \in W$, $f \in E^\times$), and this action is transitive.

First we show that the set of $\mathbb{R}$-polarizations of the $B$-abelian variety $A$ is
nonempty. Let $\lambda$ be an $\mathbb{R}$-polarization of the underlying abelian variety $A$, and let $i_\lambda$ be the corresponding Rosati involution on the $\mathbb{R}$-algebra $C := \text{End}(A)$. By Lemma 2.10 there exists $c \in C^\times$ such that $\text{Int}(c) \circ i$ is a $*$-homomorphism for $*$ on $B$ and $i_\lambda$ on $C$. It follows that $i$ is a $*$-homomorphism for $*$ on $B$ and the Rosati involution for the $\mathbb{R}$-polarization $c^*(\lambda) = \tilde{c}\lambda c$ of $A$. Therefore $c^*(\lambda)$ is an $\mathbb{R}$-polarization of the $B$-abelian variety $A$.

Now fix an $\mathbb{R}$-polarization $\lambda$ of the $B$-abelian variety $A$. Write $*$ for the Rosati involution of $C = \text{End}(A)$ determined by $\lambda$, and note that $*$ preserves the subalgebra $E = \text{End}_B(A)$ of $C$. Therefore $*$ induces a positive involution on $E$. The map $x \mapsto \lambda x$ identifies $E_{\text{sym}}$ (respectively, $C_{\text{sym}}$) with $W$ (respectively, the real vector space $V$ of symmetric elements of $\text{Hom}(A, \tilde{A})$).

This identifies the set of $\mathbb{R}$-polarizations of the abelian variety $A$ with $C_+$ and the set of $\mathbb{R}$-polarizations of the $B$-abelian variety $A$ with $E \cap C_+$. Since $E \cap C_+ = E_+$ by Lemma 2.9, the rest of Lemma 9.1 follows from Lemma 2.8.

Lemma 9.2. Let $A$ be an abelian variety up to $\mathbb{Q}$-isogeny. Then there exists a $\mathbb{Q}$-polarization of the $B$-abelian variety $A$.

Let $W$ be the $\mathbb{Q}$-vector space of symmetric elements in $\text{Hom}_B(A, \tilde{A})$. The set of $\mathbb{R}$-polarizations of the $B$-abelian variety $A$ is a nonempty open subset of $W_{\mathbb{R}}$ by Lemma 9.1. Since $W$ is dense in $W_{\mathbb{R}}$, there exists an element of $W$ that is an $\mathbb{R}$-polarization; it is the desired $\mathbb{Q}$-polarization of the $B$-abelian variety $A$.

10. Virtual abelian varieties over finite fields

Let $k$ be an algebraic closure of $\mathbb{F}_p$, let $\sigma$ be the Frobenius automorphism $x \mapsto x^p$ of $k$, and for any positive integer $r$ denote by $k_r$ the fixed field of $\sigma^r$ on $k$, so that $k_r$ is a field with $p^r$ elements. By a virtual abelian variety $A$ over $k_r$ up to prime-to-$p$ isogeny we will mean a pair $(\tilde{A}, u)$ consisting of an abelian variety $\tilde{A}$ over $k$ up to prime-to-$p$ isogeny and a prime-to-$p$ isogeny $u : \sigma'(A) \to \tilde{A}$. We define the dimension $\dim(A)$ of $A$ to be $\dim(\tilde{A})$. Of course a homomorphism from $A_1$ to $A_2$ is a homomorphism $f : \tilde{A}_1 \to \tilde{A}_2$ such that $fu_1 = u_2\sigma'(f)$. We define the Frobenius element $\pi_A \in \text{End}(A)$ by $\pi_A := u \circ \Phi_r$, where $\Phi_r$ is the Frobenius morphism $\Phi_r : \tilde{A} \to \sigma'(\tilde{A})$. The condition $fu_1 = u_2\sigma'(f)$ is equivalent to the condition $f\pi_1 = \pi_2 f$; in particular $\text{End}(A)$ is the centralizer of $\pi_A$ in $\text{End}(\tilde{A})$, which implies that $\pi_A$ belongs to the center of $\text{End}(\tilde{A})$.

Any abelian variety $A$ over $k_r$ gives us a pair $(\tilde{A}, u)$, where $\tilde{A} = A_k$ and $u$ is the isomorphism $\sigma'(A) \to \tilde{A}$ determined by the $k_r$-structure on $A$. In this way the category of abelian varieties over $k_r$ up to prime-to-$p$ isogeny is equivalent to a full subcategory of the category of virtual abelian varieties over $k_r$ up to prime-to-$p$ isogeny. The notions of Frobenius endomorphism in the two categories coincide.

In this section we will be concerned with the category $\mathcal{V}'_r$ of virtual abelian varieties over $k_r$ up to isogeny: it has the same objects as the category of virtual abelian varieties over $k_r$ up to prime-to-$p$ isogeny, but a homomorphism from
$A_1$ to $A_2$ is now an element $f \in \text{Hom}(A_1, A_2)_{\mathbb{Q}}$ such that $f \pi_1 = \pi_2 f$.

Let $s$ be a positive integer. There is a functor (base change) from $\mathcal{V}_r$ to $\mathcal{V}_{rs}$ sending $A = (A, u)$ to $(A, u \sigma'(u) \cdots \sigma^{r(s-1)}(u))$. The Frobenius element for the base change of $A$ is the $s$th power of $\pi_A$. There is also a functor (Weil's restriction of scalars) from $\mathcal{V}_{rs}$ to $\mathcal{V}_r$ sending $A = (A, u)$ to $(B, v)$, where $B = A \times \sigma'(A) \times \cdots \times \sigma^{r(s-1)}(A)$ and $v(a_0, \ldots, a_{s-1}) = (u(a_{s-1}), a_0, \ldots, a_{s-2})$.

In the category of abelian varieties over $k$ up to isogeny $B$ is $A^s$ (use the isogenies $\Phi_{kr} : A \to \sigma^r(A)$) and the Frobenius element for $(B, v)$ is the element of $\text{End}(B)_{\mathbb{Q}} = M_s(\text{End}(A)_{\mathbb{Q}})$ given by the $(s \times s)$-matrix all of whose entries are 0 except for the upper right-hand entry, which is $\pi_A$, and the entries just under the main diagonal, all $s - 1$ of which are 1.

Let $A = (A, u)$ be a virtual abelian variety over $k$ up to prime-to-$p$ isogeny. For any prime $l$ different from $p$ we denote by $H_l(A, \mathbb{Q}_l)$ the Tate $\mathbb{Q}_l$-module of $A$, and we denote by $H_l(A, \mathbb{A}_f)$ the Tate $\mathbb{A}_f$-module of $A$. Of course the endomorphism $\pi_A$ of $A$ acts on these modules.

The analogous $p$-adic construction requires a little more work. Let $L$ denote the fraction field of the Witt ring $W(\bar{k})$. As usual we write $\sigma$ for the automorphism of $L$ induced by the automorphism $\sigma$ of $\bar{k}$. For any positive integer $r$ we denote by $L_r$ the fixed field of $\sigma^r$ on $L$, or, in other words, the fraction field of the Witt ring $W(k_r)$. We write $\Lambda$ for the $W(\bar{k})$-module dual to $H^1_{\text{cris}}(A/W(\bar{k}))$ and $H$ for its tensor product over $W(\bar{k})$ with $L$. The usual $\sigma$-linear operator on $H^1_{\text{cris}}(A/W(\bar{k}))$ induces a $\sigma$-linear operator $\Phi$ on $H$ such that $\Phi(\Lambda) \supset \Lambda$, and $\Phi(\Lambda)/\Lambda$ is isomorphic to $W(\bar{k})$-module to $k_{\text{dim}(A)}$. The prime-to-$p$ isogeny $u$ induces a linear isomorphism $u : \sigma'(\Lambda) \to \Lambda$, where $\sigma'(\Lambda)$ denotes the $W(\bar{k})$-module obtained from $\Lambda$ by extension of scalars for the homomorphism $\sigma : W(\bar{k}) \to W(\bar{k})$; equivalently, we may view $u$ as a $\sigma'$-linear bijection from $\Lambda$ to itself. Put $\Lambda = \{ x \in \Lambda | ux = x \}$ and $H = \{ x \in H | ux = x \}$. Then $\Lambda$ is a $W(k_r)$-lattice in the $L_r$-vector space $H$, and the canonical map $H \otimes_{L_r} L \to H$ is an isomorphism (use that $u(\Lambda) = \Lambda$ and then use the fact that any element of $GL_n(W(\bar{k}))$ is $\sigma'$-conjugate to the identity). Since $\Phi$ commutes with $u$, it preserves the subspace $H$ of $H$ and hence induces a $\sigma$-linear bijection $H \to H$. Moreover $\Phi(\Lambda)$ contains $\Lambda$, and $\Phi(\Lambda)/\Lambda$ is isomorphic to $W(\bar{k})_{\text{dim}(A)}$-module to $k_{\text{dim}(A)}$. The triple $(H, \Lambda, \Phi)$ is functorial in $A$; in particular $\pi_A$ induces endomorphisms of $H$ and $\Lambda$. The equality $\Phi^r = \pi_A^{-1} u$ on $H$ implies that $\Phi^r = \pi_A^{-1}$ on $H$ and that $\Phi^{-r} = \pi_A$ on $\Lambda$.

By a polarization of an abelian variety $A$ over $\bar{k}$ we mean a $\mathbb{Q}$-polarization in the sense of §9. As in §9, for any isogeny $f : A_1 \to A_2$ and any polarization $\lambda$ of $A_2$ we get a polarization $f^*(\lambda)$ of $A_1$ by putting $f^*(\lambda) = f^*\lambda f$. Let $c$ be a rational number and write $c$ as $c = p^t c_0$. By a $c$-polarization of $A$ we will mean a polarization $\lambda$ of $A$ such that $\pi_A^*(\lambda) = c\lambda$. Note that $c$ must be positive in order for $\lambda$ to exist. It is immediate that the condition $\pi_A^*(\lambda) = c\lambda$ is equivalent to $t_\lambda(\pi_A)\pi_A = c$, where $t_\lambda$ denotes the Rosati involution of $\text{End}(A)$.
determined by $\lambda$ (recall that $t_\lambda(\pi_A) = \lambda^{-1}\hat{\pi}_A\lambda$), and it is not hard to see that it is also equivalent to the condition $u^*(\lambda) = c_0\sigma'(<\lambda \rangle)$. In particular a $p'$-polarization of an abelian variety $A$ over $k^r$ is a polarization $\lambda: A \to \hat{A}$ defined over $k^r$; thus our definition of polarization for virtual abelian varieties is a natural extension of the usual definition. We say that $A$ is $c$-polarizable if a $c$-polarization of $A$ exists.

Let $\lambda$ be a $c$-polarization of $A$. Let $l$ be a prime different from $p$. Then $\lambda$ induces a $\mathbb{Q}_l(1)$-valued nondegenerate alternating form $(\cdot, \cdot)$ on $H_l(A, \mathbb{Q}_l)$. The condition $\pi_A^*(\lambda) = c\lambda$ is equivalent to the condition that $(\pi_Av, \piAw) = c(v, w)$ for all $v, w \in H_l(A, \mathbb{Q}_l)$.

Again the $p$-adic situation requires a little more work. The $c$-polarization induces an $L$-valued nondegenerate alternating form $(\cdot, \cdot)_1$ on $H$, (notation as before). The condition $\pi_A^*(\lambda) = c\lambda$ is equivalent to the condition that $(uv, uw)_1 = c_0\sigma'(v, w)_1$ for all $v, w \in H$. It follows from this last condition that $c_0$ is a $p$-adic unit (use that $u(\hat{A}) = \hat{A}$). Therefore we may choose $d \in \mathcal{O}_L^\times$ such that $d^{-1}\sigma'(d) = c_0$. Let $(\cdot, \cdot)_2$ be the alternating form on $H$ obtained by multiplying $d$ times $(\cdot, \cdot)_1$; it is immediate that $\sigma'(v, w)_2 = (uv, uw)_2$ for all $v, w \in H$, which implies that $(\cdot, \cdot)_2$ takes values in $L_r$ on the $L_r$-subspace $H$ of $H$. We write $(\cdot, \cdot)$ for the restriction of $(\cdot, \cdot)_2$ to $H$. It is a nondegenerate alternating form on $H$, well defined up to multiplication by a unit in $L_r$, having the property that $(\Phi v, \Phi w) = p^{-1}d\sigma(d)^{-1}\sigma(v, w)$ for all $v, w \in H$ (just use that $(\Phi v, \Phi w)_1 = p^{-1}\sigma(v, w)_1$). Note that $d\sigma(d)^{-1} \in L_r^\times$ and that its norm down to $\mathbb{Q}_p^\times$ is $c_0^{-1}$. Therefore the norm of $p^{-1}d\sigma(d)^{-1}$ is $p^{-r}c_0^{-1} = c^{-1}$, and the property above can be rewritten as $(\Phi v, \Phi w) = c'\sigma(v, w)$, where $c'$ is an element of $L_r^\times$ whose norm down to $\mathbb{Q}_p^\times$ is $c^{-1}$.

**Lemma 10.1.** Let $c$ be a positive rational number and let $\pi \in \mathbb{Q}^\times$. Then the following two conditions are equivalent.

1. There exists a positive involution on $\mathbb{Q}[\pi]$ carrying $\pi$ into $c\pi^{-1}$.
2. For every embedding of $\mathbb{Q}[\pi]$ in $\mathbb{C}$ the image of $\pi$ has absolute value $c^{1/2}$.

Tensor $\mathbb{Q}[\pi]$ with $\mathbb{R}$ and decompose it as a product of copies of $\mathbb{R}$ and $\mathbb{C}$. For both $\mathbb{R}$ and $\mathbb{C}$ the only positive involution is $x \mapsto \overline{x}$. Therefore there is exactly one positive involution $\iota$ on $\mathbb{Q}[\pi] \otimes_{\mathbb{Q}} \mathbb{R}$, namely, the one that induces $x \mapsto \overline{x}$ on every copy of $\mathbb{R}$ and $\mathbb{C}$. The first condition holds if and only if $\iota(\pi) = c\pi^{-1}$ (since $\iota(\pi) = c\pi^{-1}$ implies that $\iota(\mathbb{Q}[\pi]) = \mathbb{Q}[\pi]$), which holds if and only if $\pi = c\pi^{-1}$ for every embedding of $\mathbb{Q}[\pi]$ in $\mathbb{C}$, or, in other words, if and only if the second condition holds.

**Lemma 10.2.** Let $A$ be a $c$-polarizable virtual abelian variety over $k^r$ up to isogeny (for some positive rational number $c$). Then $\pi := \pi_A$ is a semisimple element of $\text{End}(\hat{A})$. Moreover the $\mathbb{Q}$-algebra $\text{End}(A)$ is semisimple.

Choose a $c$-polarization $\lambda$ of $A$ and let $t_\lambda$ denote the corresponding Rosati involution of $\text{End}(\hat{A})$. Then $t_\lambda(\pi)\pi = c$. Thus $c^{1/2}\pi$ is an element of the
compact group \( \{ x \in \text{End}(\mathcal{A}) \mid \tau_{x}(x)x = 1 \} \), which implies that \( \pi \) is semisimple as an element of the algebraic group \( \text{End}(\mathcal{A})^{\times} \) and hence that \( \pi \) is semisimple as an element of the algebra \( \text{End}(\mathcal{A}) \). The second statement of the lemma follows from the first, since \( \text{End}(\mathcal{A}) \) is the centralizer of \( \pi \) in the semisimple algebra \( \text{End}(\mathcal{A}) \).

**Lemma 10.3.** Let \( c \) be a positive rational number and let \( A \) be a virtual abelian variety over \( k \), up to prime-to-\( p \) isogeny. Assume that \( n := n_{A} \) is a semisimple element of \( \text{End}(\mathcal{A})_{Q} \), and let \( Q[n] \) denote the semisimple commutative \( Q \)-subalgebra it generates. Then the following three conditions are equivalent.

1. The virtual abelian variety \( A \) is \( c \)-polarizable.
2. There exists a positive involution on \( \mathbb{Q}[\pi] \) that carries \( \pi \) into \( c\pi^{-1} \).
3. For every \( \mathbb{Q} \)-algebra homomorphism from \( \mathbb{Q}[\pi] \) to \( \mathbb{C} \) the image of \( \pi \) has absolute value \( c^{1/2} \).

The equivalence of (2) and (3) is proved exactly the same way as Lemma 10.1. It is obvious that (1) implies (2): if \( \lambda \) is a \( c \)-polarization of \( \mathcal{A} \) then the Rosati involution for \( \lambda \) carries \( \pi \) into \( c\pi^{-1} \). It remains to prove that (2) implies (1). Applying Lemma 9.2 to the \( \mathbb{Q}[\pi] \)-abelian variety \( A \), we conclude that there exists a polarization \( \lambda \) of \( \mathcal{A} \) such that the Rosati involution for \( \lambda \) carries \( \pi \) into \( c\pi^{-1} \); this last condition is equivalent to \( \lambda \) being a \( c \)-polarization of \( A \).

From now on \( c \) will denote a positive rational number of the form \( p'\beta_{0} \), where \( \beta_{0} \) is a \( p \)-adic unit (we have seen that \( \beta_{0} \) must be a \( p \)-adic unit if any \( c \)-polarizations exist). We say that an algebraic number \( \alpha \in \mathbb{Q} \) is a \( c \)-number if the image of \( \alpha \) under any embedding \( \mathbb{Q} \rightarrow \mathbb{Q}_{p} \) lies in the valuation ring of \( \mathbb{Q}_{p} \) and the image of \( \alpha \) under any embedding \( \mathbb{Q} \rightarrow \mathbb{C} \) has absolute value \( c^{1/2} \).

**Lemma 10.4.** Let \( A \) be a \( c \)-polarizable virtual abelian variety over \( k \), up to prime-to-\( p \) isogeny, and let \( \mathbb{Q}[\pi] \) denote the semisimple commutative \( \mathbb{Q} \)-subalgebra of \( \text{End}(\mathcal{A})_{Q} \) generated by \( n := n_{A} \). Then the image of \( \pi \) under any \( \mathbb{Q} \)-algebra homomorphism \( \mathbb{Q}[\pi] \rightarrow \mathbb{C} \) is a \( c \)-number.

It follows from Lemma 10.3 that the image of \( \pi \) under any homomorphism \( \mathbb{Q}[\pi] \rightarrow \mathbb{C} \) has absolute value \( c^{1/2} \). Since \( H \) is a faithful representation of \( \mathbb{Q}[\pi] \otimes_{\mathbb{Q}} L \) on an \( L \)-vector space, the image of \( \pi \) under any homomorphism \( \mathbb{Q}[\pi] \rightarrow L \) is an eigenvalue of \( \pi \) on \( H \), and these eigenvalues belong to the valuation ring of \( L \) because \( \pi \) preserves the lattice \( \Lambda \) in \( H \).

**Corollary 10.5.** Let \( A \) be a virtual abelian variety over \( k \), up to prime-to-\( p \) isogeny. There is at most one value of \( c \) for which \( A \) is \( c \)-polarizable.

This is obvious, since \( c \) can be recovered by embedding \( \mathbb{Q}[\pi] \) in \( \mathbb{C} \) and taking the square of the absolute value of \( \pi \).

**Lemma 10.6.** Let \( A \) be a virtual abelian variety over \( k \), up to isogeny. Suppose that \( n := n_{A} \) is a semisimple element of \( \text{End}(\mathcal{A}) \) (for example, suppose that \( A \) is \( c \)-polarizable). Then the \( \mathbb{Q} \)-subalgebra \( \mathbb{Q}[\pi] \) generated by \( \pi \) in \( \text{End}(\mathcal{A}) \) is the center of \( \text{End}(\mathcal{A}) \).
Let $s$ be a positive integer large enough that $A$ and all its endomorphisms can be defined over $k_{rs}$. Choose such a $k_{rs}$-form $A_0$ of $A$ and let $\pi_0 \in \text{End}(A_0) = \text{End}(A)$ denote its Frobenius element. Since $\text{End}(A)$ is the centralizer of the semisimple element $\pi$ in $\text{End}(A)$, the center of $\text{End}(A)$ is generated by $\pi$ and the center of $\text{End}(A)$. From [T2] we know that any positive power of $\pi_0$ generates the center of $\text{End}(A)$. Therefore, to prove the lemma it is enough to show that $\pi_0^t \in \mathbb{Q}[[\pi]]$ for some positive integer $t$.

To prove that $\pi_0^t \in \mathbb{Q}[[\pi]]$ it is enough to prove the following statement: if $\rho, \tau$ are two $\mathbb{Q}$-algebra maps $\mathbb{Q}[[\pi, \pi_0]] \to \mathbb{Q}$ whose restrictions to $\mathbb{Q}[[\pi]]$ are equal, then $\rho(\pi_0^t) = \tau(\pi_0^t)$. Let $F$ be a finite extension of $\mathbb{Q}$ in $\mathbb{Q}$ containing the images of $\rho$ and $\tau$. Consider the elements $\rho(\pi_0), \tau(\pi_0)$ of $F$. Since they are both Weil $p^{rs}$-numbers, they have the same absolute values at every place of $F$ except possibly the places lying over $p$. It follows from the definition of a virtual abelian variety over $k_r$ up to isogeny that $\pi_0^{-1} \pi_0^t$ is a prime-to-$p$ isogeny; therefore $\rho(\pi_0)$ has the same $p$-adic absolute values as $\rho(\pi_0^t)$, and $\tau(\pi_0)$ has the same $p$-adic absolute values as $\tau(\pi_0^t) = \rho(\pi_0^t)$. Therefore $\rho(\pi_0), \tau(\pi_0)$ have the same absolute values at every place of $F$, which means that there exists a positive integer $t$ (depending on $\rho, \tau$) such that $\tau(\pi_0^t) = \rho(\pi_0^t)$. Since there are only finitely many pairs $(\rho, \tau)$, there exists a positive integer $t$ such that $\tau(\pi_0^t) = \rho(\pi_0^t)$ for all $\rho, \tau$ such that $\tau(\pi_0) = \rho(\pi_0)$. This concludes the proof.

**Lemma 10.7.** Let $A$ be a virtual abelian variety over $k_r$ up to isogeny. Suppose that $\pi := \pi_A$ is a semisimple element of $\text{End}(A)$. Then for every prime $l$ different from $p$ the canonical map $\text{End}(A) \otimes \mathbb{Q}_l \to \text{End}_\pi(H_1(A, \mathbb{Q}_l))$ is an isomorphism, where $\text{End}_\pi(H_1(A, \mathbb{Q}_l))$ denotes the ring of endomorphisms of $H_1(A, \mathbb{Q}_l)$ that commute with $\pi$. The analogous statement with $\text{Hom}(\cdot, \cdot)$ replacing $\text{End}(\cdot)$ also holds.

Write $H_1$ as an abbreviation for $H_1(A, \mathbb{Q}_l)$. By [T2] the canonical map $\text{End}(A) \otimes \mathbb{Q}_l \to \text{End}(H_1)$ is injective with image consisting of all elements in $\text{End}(H_1)$ that commute with all elements in the center of $\text{End}(A)$. Therefore the image of $\text{End}(A) \otimes \mathbb{Q}_l$ consists of all elements in $\text{End}(H_1)$ that commute with $\pi$ and with all elements of the center of $\text{End}(A)$. Since $\pi$ generates the center of $\text{End}(A)$ by Lemma 10.6 and since the center of $\text{End}(A)$ is contained in the center of $\text{End}(A)$, it follows that any element of $\text{End}(H_1)$ that commutes with $\pi$ automatically commutes with all elements of the center of $\text{End}(A)$. This gives the first statement of the lemma, and the statement about $\text{Hom}(\cdot, \cdot)$ follows by applying what has already been done to $\text{End}(A_1 \times A_2)$, as in Lemma 3 of [T2].

**Lemma 10.8.** Let $A$ be a virtual abelian variety over $k_r$ up to isogeny. Suppose that $\pi := \pi_A$ is a semisimple element of $\text{End}(A)$. Let $H$ be the $L_r$-vector space with $\sigma$-linear bijection $\Phi$ that we have associated to $A$. Write $\text{End}_\Phi(H)$ for the $L_r$-linear endomorphisms of $H$ that commute with $\Phi$. Then the canonical map $\text{End}(A) \otimes \mathbb{Q}_p \to \text{End}_\Phi(H)$ is an isomorphism. The analogous statement with $\text{Hom}(\cdot, \cdot)$ replacing $\text{End}(\cdot)$ also holds.
One knows from the theory of Dieudonné modules that the map is injective. Thus it is enough to prove that the dimensions of $\text{End}(A) \otimes_{\mathbb{Q}} \mathbb{Q}_p$ and $\text{End}_\Phi(H)$ are equal. From Lemma 10.7 we know that the dimension of $\text{End}(A) \otimes_{\mathbb{Q}} \mathbb{Q}_p$ is equal to the dimension of the centralizer of $\pi$ in $\text{End}(H_1(A, \mathbb{Q}_p))$. The characteristic polynomial of the semisimple element $\pi$ acting on $H_1(A, \mathbb{Q}_p)$ has rational coefficients and is equal to the characteristic polynomial of $\pi$ acting on $H$ (pass to $H$ to derive this from the usual statement). Therefore the dimension of $\text{End}(A) \otimes_{\mathbb{Q}} \mathbb{Q}_p$ is equal to the dimension over $\mathbb{Q}_p$ of the centralizer $E$ in $\text{End}(H)$ of $\pi$. But $\text{End}_\Phi(H)$ is a $\mathbb{Q}_p$-form of the $L_r$-algebra $E$ (the Frobenius element $\sigma \in \text{Gal}(L_r/\mathbb{Q}_p)$ acts $\sigma$-linearly on $E$ by $f \mapsto \Phi f \Phi^{-1}$), which implies that the $\mathbb{Q}_p$-dimension of $\text{End}_\Phi(H)$ is equal to the $L_r$-dimension of $E$. This proves the first statement of the lemma. The second follows from the first as in the proof of Lemma 10.7.

Denote by $\mathcal{Y}_{r,c}$ the full subcategory of $\mathcal{Y}_r$ whose objects are $c$-polarizable virtual abelian varieties over $k_r$ up to isogeny.

**Lemma 10.9.** The $\mathbb{Q}$-linear category $\mathcal{Y}_{r,c}$ is abelian and semisimple. All of its objects have finite length, and for any two objects $A_1$, $A_2$ the $\mathbb{Q}$-vector space $\text{Hom}(A_1, A_2)$ is finite dimensional.

It is easy to see that $\mathcal{Y}_{r,c}$ is abelian and that the functor $A \mapsto \tilde{A}$ is a faithful exact functor from $\mathcal{Y}_{r,c}$ to the category of abelian varieties over $\bar{k}$ up to isogeny. For example the kernel of a morphism $A_1 \to A_2$ is obtained as follows. The kernel $K$ of $\tilde{A}_1 \to \tilde{A}_2$ (in the category of abelian varieties over $\bar{k}$ up to isogeny) is stable by $\pi_{A_1}$, and hence $\pi_{A_1}$ induces an endomorphism $\pi_K$ of $K$. Put $u_K = \pi_K \Phi_r^{-1}$. Then $u_K$ is a prime-to-$p$ isogeny and the kernel of $A_1 \to A_2$ is $K := (K, u_K)$ (note that any $c$-polarization of $A_1$ induces one on $K$). The rest is just as easy. It follows that all objects of $\mathcal{Y}_{r,c}$ have finite length and that all the vector spaces $\text{Hom}(A_1, A_2)$ are finite dimensional, because these statements hold in the category of abelian varieties over $\bar{k}$ up to isogeny. The semisimplicity of $\mathcal{Y}_{r,c}$ now follows from Lemmas 3.1 and 10.2.

In view of Lemma 10.9 we will understand $\mathcal{Y}_{r,c}$ completely if we describe its simple objects and their endomorphism rings. If $A$ is a simple object, then $E := \text{End}(A)$ is a finite-dimensional central division algebra over $\mathbb{Q}[\pi] \subset E$.

**Lemma 10.10.** Let $A_1$, $A_2$ be two simple objects in $\mathcal{Y}_{r,c}$ with Frobenius elements $\pi_1$, $\pi_2$. Suppose that there exists an isomorphism $\mathbb{Q}[\pi_1] \to \mathbb{Q}[\pi_2]$ carrying $\pi_1$ into $\pi_2$. Then $A_1$ and $A_2$ are isomorphic.

Suppose that $A_1$ and $A_2$ were not isomorphic. Then the endomorphism algebra of $A_1 \times A_2$ would be $\text{End}(A_1) \times \text{End}(A_2)$, which has center $\mathbb{Q}[\pi_1] \times \mathbb{Q}[\pi_2]$. The Frobenius element $(\pi_1, \pi_2)$ for $A_1 \times A_2$ would then generate the graph of the map $\mathbb{Q}[\pi_1] \to \mathbb{Q}[\pi_2]$, contradicting Lemma 10.6.

**Lemma 10.11.** Let $A$ be a simple object in $\mathcal{Y}_{r,c}$ with Frobenius element $\pi$ and endomorphism algebra $E$. The Hasse invariant of the central division algebra...
$E$ over $\mathbb{Q}[\pi]$ at a place $v$ of $\mathbb{Q}[\pi]$ is given by

$$
\begin{aligned}
\frac{1}{2} & \quad \text{if } v \text{ is real,} \\
[\mathbb{Q}[\pi]_v : \mathbb{Q}_p]v(\pi)/v(p') & \quad \text{if } v \text{ divides } p, \\
0 & \quad \text{otherwise.}
\end{aligned}
$$

Moreover the following equality holds:

$$2 \dim(A) = [\mathbb{Q}[\pi] : \mathbb{Q}](\dim_{\mathbb{Q}[\pi]} E)^{1/2}.$$
split $\mathbb{Q}$-torus by a $\mathbb{Q}$-torus that is anisotropic over $\mathbb{R}$). Therefore there exists a positive integer $s$ and elements $\pi_0, t \in T(\mathbb{Q})$ such that

1. $\pi^s = \pi_0 t$,
2. $\pi_0 \in K_l$ for all $l \neq p$,
3. $t \in K_p$.

The element $\pi_0 \in F$ is a Weil $p^{rs}$-number: it is clearly a unit at all finite places of $F$ not dividing $p$; it has nonnegative valuation at every place of $F$ over $p$ since this is true for $\pi$, and $\pi^s, \pi_0$ differ (multiplicatively) by the element $t$, which is a unit at every place of $F$ over $p$; finally, since the positive rational number $\pi_0 \pi_0^*$ is a unit away from $p$, it is a power of $p$, which because of (1) and (3) must be $p^{rs}$, and the equality $\pi_0 \pi_0^* = p^{rs}$ implies that the image of $\pi$ under any embedding of $F$ in $\mathbb{C}$ has absolute value $p^{rs/2}$.

By Honda-Tate theory [H, T3] there exist a simple abelian variety $A_0$ over $k_{rs}$ and an embedding $\mathbb{Q}[\pi_0] \rightarrow \text{End}(A_0)$ such that the image of $\pi_0$ in $\text{End}(A_0)$ is the Frobenius element for $A_0$. Let $m = [F : \mathbb{Q}[\pi_0]]$. Then $\mathbb{Q}[\pi_0] \rightarrow \text{End}(A_0^m) = \mathbb{M}_m(\text{End}(A_0))$ can be extended to a homomorphism $F \rightarrow \text{End}(A_0^m)$. Using this homomorphism to regard $\pi^s \pi_0^{-1}$ as a prime-to-$p$ isogeny from $A_0^m$ to itself, we see that there exists a structure of virtual abelian variety $A'$ over $k_{rs}$ on $(A_0^m)_k$ for which $\pi_0$ is the Frobenius element. Applying the restriction of scalars functor (from $k_{rs}$ to $k_r$), we get a virtual abelian variety $B$ over $k_r$ for which there exists a homomorphism $\mathbb{Q} \rightarrow \mathbb{Q}$ taking $\pi_B$ to $\pi$. Lemma 10.9 continues to hold (with the same proof) for the category of virtual abelian varieties over $k_r$ up to isogeny for which the Frobenius element is semisimple. Some simple factor $B'$ of $B$ in this category has $\pi$ as Frobenius. Since $\pi$ is a $c$-number, Lemma 10.3 implies that $B'$ is $c$-polarizable, and the proof is finished.

Let $B$ be a simple algebra of dimension $d^2$ over a number field $F$. Our last task in this section is to describe the simple objects in the category $\mathcal{Y}_{r,c,B}$ of $B$-objects in the category of $c$-polarizable virtual abelian varieties over $k_r$ up to isogeny.

Let $\pi$ be a $c$-number in $F$. Picking an isomorphism $\bar{F} \simeq \mathbb{Q}$, we get $\pi \in \mathbb{Q}$, a simple object $Y_\pi$ in $\mathcal{Y}_{r,c}$ corresponding to $\pi$, and a surjective homomorphism $F \otimes \mathbb{Q}[\pi] \rightarrow F[\pi]$; according to the discussion in §3 we then get a simple object $X_\pi$ in $\mathcal{Y}_{r,c,B}$ whose underlying virtual abelian variety is isotypic of type $Y_\pi$.

**Lemma 10.13.** The construction $\pi \mapsto X_\pi$ sets up a bijection between $c$-numbers in $F$ up to conjugacy over $F$ and isomorphism classes of simple objects in $\mathcal{Y}_{r,c,B}$. The endomorphism algebra $\text{End}(X_\pi)$ is a central division algebra $C$ over $F[\pi]$ whose Hasse invariant at a place $v$ of $F[\pi]$ is given by

$$\text{inv}_v(C) = \begin{cases} \frac{1}{2} - \text{inv}_v(B \otimes F F[\pi]) & \text{if } v \text{ is real}, \\ [F[\pi], Q_p]v(\pi)/v(p') - \text{inv}_v(B \otimes F F[\pi]) & \text{if } v \text{ divides } p, \\ - \text{inv}_v(B \otimes F F[\pi]) & \text{otherwise}. \end{cases}$$

Moreover the dimension of the abelian variety $\bar{A}$ over $\bar{k}$ underlying $X_\pi$ is given
by
\[2 \dim(A) = d[F[\pi] : \mathbb{Q}](\dim_{F[\pi]} C)^{1/2}.\]

This lemma follows immediately from the last three lemmas together with Lemma 3.3.

11. SEMISIMPLE ISOCRYSALS OVER $L_r$

As in §10, $L_r$ denotes the fraction field of the Witt ring $W(k_r)$. An isocrystal over $L_r$ is a finite-dimensional $L_r$-vector space $V$ together with a $\sigma$-linear bijection $\Phi$ from $V$ to itself. For any isocrystal $V$ we have the linear automorphism $\pi_V := \Phi'$ of $V$, which belongs to the center of the $\mathbb{Q}_p$-algebra $\text{End}_\Phi(V) := \{f \in \text{End}(V) \mid \Phi f = f\Phi\}$. We say that the isocrystal $V$ is semisimple if $\pi_V$ is a semisimple endomorphism of the vector space $V$. Since $\text{End}_\Phi(V)$ is a $\mathbb{Q}_p$-form of the centralizer of $\pi_V$ in $\text{End}(V)$ (an $L_r$-algebra), $\text{End}_\Phi(V)$ is a semisimple ring if the isocrystal $V$ is semisimple. The category of all semisimple isocrystals over $L_r$ is obviously a $\mathbb{Q}_p$-linear abelian category all of whose objects have finite length. Lemma 3.1 implies that it is a semisimple category. We are going to determine the simple objects in this category as well as their endomorphism rings.

**Lemma 11.1.** Suppose that $V$ is a semisimple isocrystal. Then the center of $\text{End}_\Phi(V)$ is generated by $\pi_V$.

It is enough to check this statement after tensoring with $L_r$: then it becomes obvious since $\text{End}_\Phi(V) \otimes_{\mathbb{Q}_p} L_r$ is the centralizer of the semisimple element $\pi_V$ in $\text{End}(V)$.

**Lemma 11.2.** Suppose that $V_1$, $V_2$ are simple objects in the category of semisimple isocrystals. Then $V_1$, $V_2$ are isomorphic if and only if there exists a $\mathbb{Q}_p$-algebra isomorphism $\mathbb{Q}_p[\pi_1] \rightarrow \mathbb{Q}_p[\pi_2]$ carrying $\pi_1$ into $\pi_2$, where $\mathbb{Q}_p[\pi_i]$ denotes the $\mathbb{Q}_p$-subalgebra of $\text{End}_\Phi(V_i)$ generated by $\pi_i$.

Use the method of proof of Lemma 10.10.

**Lemma 11.3.** Let $V$ be a simple object in the category of semisimple isocrystals, and write $\pi$ for $\pi_V$. Then the Hasse invariant of the central division algebra $\text{End}_\Phi(V)$ over $\mathbb{Q}_p[\pi]$ is $-\frac{\mathbb{Q}_p[\pi]}{\mathbb{Q}_p} \nu(\pi)/\nu(p')$, where $\nu$ denotes the valuation on $\mathbb{Q}_p[\pi]$. Moreover the following equality holds:

\[\dim_{L_r}(V) = \left[\mathbb{Q}_p[\pi] : \mathbb{Q}_p\right](\dim_{\mathbb{Q}_p[\pi]} \text{End}_\Phi(V))^{1/2}.\]

We use what is known about isocrystals over $L$, the fraction field of the Witt ring of $k$. The isocrystal $V_L$ over $L$ obtained from $V$ is isotypic of slope $\nu(\pi)/\nu(p')$. Therefore $\text{End}_\Phi(V_L)$ is a matrix algebra over the central division algebra over $\mathbb{Q}_p$ with invariant $-\nu(\pi)/\nu(p')$. Since $\text{End}_\Phi(V)$ is the commutant of $\mathbb{Q}_p[\pi]$ in $\text{End}_\Phi(V_L)$, the class of $\text{End}_\Phi(V)$ in the Brauer group of $\mathbb{Q}_p[\pi]$ is the image of the class of $\text{End}_\Phi(V_L)$ in the Brauer group of $\mathbb{Q}_p$. The map $\text{Br}(\mathbb{Q}_p) \rightarrow \text{Br}(\mathbb{Q}_p[\pi])$ has the effect of multiplying the invariant by $\left[\mathbb{Q}_p[\pi] : \mathbb{Q}_p\right]$.
This proves the first statement of the lemma. The second statement is proved
the same way as the analogous statement in Lemma 10.11, by considering the
\(\mathbb{Q}_p\)-dimension of a maximal commutative semisimple subalgebra of \(\text{End}_{\mathbb{Q}}(V)\).

Let \(V\) be a simple object in the category of semisimple isocrystals over \(L_r\).
The image of \(\pi := \pi_V\) under an embedding \(\mathbb{Q}_p[\pi] \to \mathbb{Q}_p\) is an element of \(\mathbb{Q}_p^\times\)
whose \(\text{Gal}(\mathbb{Q}_p/\mathbb{Q}_p)\)-orbit is independent of the choice of embedding.

**Lemma 11.4.** Every element \(\pi \in \mathbb{Q}_p^\times\) arises from some simple isocrystal \(V\).

Let \(F\) be a finite extension of \(\mathbb{Q}_p\) in \(\mathbb{Q}_p\) containing \(\pi\) and large enough that
\(L_r\) embeds in \(F\). Then \(F \otimes_{\mathbb{Q}_p} L_r\) is a product of copies of \(F\), and there exists
\(\delta \in F \otimes_{\mathbb{Q}_p} L_r\) such that \(N_{F \otimes_{\mathbb{Q}_p} L_r}/F(\delta) = \pi\). Put \(m = [F : \mathbb{Q}_p]\) and embed \(F\)
in \(M_m(\mathbb{Q}_p)\); this induces an embedding of \(F \otimes_{\mathbb{Q}_p} L_r\) in \(M_m(L_r)\). Let \(\Phi\) be the
\(\sigma\)-linear bijection on \((L_r)^m\) whose matrix is the image of \(\delta\) in \(M_m(L_r)\). Then
\(\Phi'\) is the endomorphism of \((L_r)^m\) whose matrix is the image of \(\pi\). Therefore
the simple factors of the isotypic semisimple isocrystal \(((L_r)^m, \Phi)\) give rise to
\(\pi\).

We now have a good understanding of the simple objects in the \(\mathbb{Q}_p\)-linear
category \(\mathcal{C}_\mathcal{B}\) of semisimple isocrystals over \(L_r\). Our next task is to describe
the simple objects in the category \(\mathcal{C}_\mathcal{B}\) of \(B\)-objects in \(\mathcal{C}_\mathcal{B}\), where \(B\) is a finite-
dimensional simple algebra over \(\mathbb{Q}_p\). Write \(F\) for the center of \(B\), a \(p\)-adic field, and define a positive integer \(d\) by \(d^2 = \dim_F(B)\). Let \(\pi \in \mathbb{Q}_p^\times\).
Picking an isomorphism \(\mathbb{Q}_p \cong \mathbb{Q}_p\), we get \(\pi \in \mathbb{Q}_p\), a simple object \(Y_\pi\) in \(\mathcal{C}_\mathcal{B}\)
corresponding to \(\pi\), and a surjective homomorphism \(F \otimes_{\mathbb{Q}_p} \mathbb{Q}_p[\pi] \to F[\pi]\); according to the discussion in §3 we then get a simple object \(X_\pi\) in \(\mathcal{C}_\mathcal{B}\) whose
underlying \(\mathcal{C}_\mathcal{B}\)-object is isotypic of type \(Y_\pi\).

**Lemma 11.5.** The construction \(\pi \mapsto X_\pi\) sets up a bijection between elements of
\(\mathbb{Q}_p^\times\) up to conjugacy over \(F\) and isomorphism classes of simple objects in \(\mathcal{C}_\mathcal{B}\).
The endomorphism algebra \(\text{End}(X_\pi)\) is a central division algebra \(C\) over \(F[\pi]\)
whose Hasse invariant is given by
\[
\text{inv}(C) = -[F[\pi] : \mathbb{Q}_p] \nu(\pi)/\nu(p) - [F[\pi] : F] \text{inv}(B),
\]
where \(\nu\) denotes the valuation on \(F[\pi]\). Moreover the dimension of the \(L_r\)-vector
space underlying \(X_\pi\) is \(d[F[\pi] : \mathbb{Q}_p](\dim_{F[\pi]} C)^{1/2}\).

The lemma follows immediately from Lemmas 11.3 and 3.3. We will use
Lemma 11.5 to analyze the objects in \(\mathcal{C}_\mathcal{B}\) having a given \(L_r\)-dimension. Let
\((V, \Phi, i)\) be an object in \(\mathcal{C}_\mathcal{B}\); thus \((V, \Phi)\) is an isocrystal over \(L_r\), and \(i\) is
a \(\mathbb{Q}_p\)-algebra homomorphism \(B \to \text{End}_{\mathbb{Q}}(V)\). The automorphism \(\pi_V = \Phi'\)
is \(F \otimes_{\mathbb{Q}_p} L_r\)-linear. Since \(\Phi\) commutes with \(\pi_V\) and \(F\), it provides a \(\sigma\)-
linear isomorphism from the pair \((V, \pi_V)\) to itself. The first consequence of this is that \(V\) is a free \(F \otimes_{\mathbb{Q}_p} L_r\)-module; therefore \(\dim_{L_r}(V)\) is divisible
by \([F : \mathbb{Q}_p]\) and it makes sense to consider the characteristic polynomial of
the \(F \otimes_{\mathbb{Q}_p} L_r\)-linear map \(\pi_V\). This characteristic polynomial is monic of degree
dim_{\tau_r}(V)/[F : Q_p]$ and has coefficients in $F \otimes_{Q_p} L_r$. The second consequence of the fact mentioned above is that the coefficients of the characteristic polynomial are fixed by the Frobenius element $\sigma \in \text{Gal}(L_r/Q_p)$ and hence lie in $F \subset F \otimes_{Q_p} L_r$. Now let $f \in F[T]$ be a monic polynomial of degree $m$ and for $\pi \in \hat{F}^\times$ denote by $m(\pi)$ the multiplicity of $\pi$ as root of $f$.

**Lemma 11.6.** The isomorphism class of an object in $\mathcal{B}$ is determined by its characteristic polynomial. The polynomial $f$ arises from an $m[F : Q_p]$-dimensional object of $\mathcal{B}$ if and only if the following statement holds for all $\pi \in \hat{F}^\times$: the number $m(\pi)$ is divisible by $d$ and the quotient $m(\pi)/d$ kills the class of $\text{End}(X_\pi)$ in the Brauer group of $F[\pi]$.

Writing an object $V$ in $\mathcal{B}$ as a sum of simple objects, we see that the characteristic polynomial is the product of the characteristic polynomials of those simple objects. The only roots of the characteristic polynomial $f_\pi$ of $X_\pi$ are the conjugates over $F$ of $\pi$, and it follows from Lemma 11.5 that the multiplicity of each conjugate of $\pi$ as a root of $f_\pi$ is equal to $d(\dim_{F[\pi]} C)^{1/2}$, where $C = \text{End}(X_\pi)$. It is now clear that we can reconstruct the multiplicities of the irreducible constituents of $V$ from the characteristic polynomial of $V$, which gives the first statement of the lemma. It is also clear that $f$ arises from some $V$ if and only if the following statement holds for all $\pi \in \hat{F}^\times$: the number $m(\pi)$ is divisible by $d(\dim_{F[\pi]} C)^{1/2}$. The second statement of the lemma follows from the fact that $(\dim_{F[\pi]} C)^{1/2}$ is the order of $C$ in the Brauer group of $F[\pi]$.

12. **Equality of Two Functorial Isomorphisms from $X_*(T)_\Gamma$ to $B(T)$**

Let $K$ be a finite Galois extension of $Q_p$ contained in some algebraic closure $\bar{Q}_p$ of $Q_p$. Let $K^{un}$ denote the maximal unramified extension of $K$ in $\bar{Q}_p$, and let $L$ denote the completion of the maximal unramified extension of $Q_p$ in $\bar{Q}_p$. Write $\Gamma$ for the Galois group $\text{Gal}(Q_p/Q_p)$ and $\sigma$ for the Frobenius automorphism of $L$ over $Q_p$. Consider the category $\mathcal{S}$ of tori $T$ over $Q_p$ that are split by $K$. The functor $T \mapsto X_*(T)$ is an equivalence of categories between $\mathcal{S}$ and the category of $\text{Gal}(K/Q_p)$-modules that are free of finite rank as abelian groups. The functor $T \mapsto X_*(T)$ is represented by the torus $R_{K/Q_p} \mathcal{G}_m$ and the following cocharacter $\mu_{univ} \in X_*(R_{K/Q_p} \mathcal{G}_m)$: the $\text{Gal}(K/Q_p)$-module $X_*(R_{K/Q_p} \mathcal{G}_m)$ is the group algebra $\mathbb{Z}[\text{Gal}(K/Q_p)]$, regarded as a left $\text{Gal}(K/Q_p)$-module, and $\mu_{univ}$ corresponds to the unit element $1 \in \mathbb{Z}[\text{Gal}(K/Q_p)]$.

As in [K3] for any $T \in \mathcal{S}$ we write $B(T)$ for the group $T(L)/\{t \sigma(t)^{-1} \mid t \in T(L)\}$. In §2 of [K3] a functorial isomorphism $f: X_*(T)_\Gamma \rightarrow B(T)$ is constructed, where $X_*(T)_\Gamma$ denotes the coinvariants of $\Gamma$ on $X_*(T)$. This isomorphism of functors $X_*(\cdot)_\Gamma \rightarrow B(\cdot)$ can be characterized as follows: it is the unique homomorphism of functors $X_*(\cdot)_\Gamma \rightarrow B(\cdot)$ that for $\mathcal{G}_m$ sends the generator $1 \in \mathbb{Z} = X_*(\mathcal{G}_m)_\Gamma$ to the element of $B(\mathcal{G}_m)$ represented by $p \in L^\times = \mathcal{G}_m(L)$. Actually [K3] deals with the category of all $Q_p$-tori, not just those split by $K$,
but the methods of §2 of [K3] still apply and yield the characterization above.

Now we use Fontaine-Messing’s theory of crystalline representations [FM] to give a second construction of this isomorphism of functors $X_*(\cdot)_T \to B(\cdot)$. We start with a torus $T$ split by $K$ and an element $\mu \in X_*(T)$. Since $X_*(T)$ is represented by $(R_K/Q_p, G_m, \mu_{\text{univ}})$, there exists a unique morphism $h: R_K/Q_p G_m \to T$ such that $h \circ \mu_{\text{univ}} = \mu$. On $Q_p$-valued points $h$ induces a homomorphism $K^\times \to T(Q_p)$ that we restrict to the units $\mathcal{O}_K^\times$ in the valuation ring $\mathcal{O}_K$ of $K$; this yields a continuous homomorphism $\mathcal{O}_K^\times \to T(Q_p)$, which by local classfield theory can also be thought of as a continuous homomorphism $h: \text{Gal}(Q_p/K_{\text{un}}) \to T(Q_p)$.

Let $V$ be any representation of $T$ on a finite-dimensional vector space over $Q_p$. Then the representation of $\text{Gal}(Q_p/K_{\text{un}})$ on $V$ obtained from $h$ is crystalline in the sense of [FM]. Indeed it is enough to prove this statement in the universal case $(R_K/Q_p, G_m, \mu_{\text{univ}})$, and since the category of crystalline representations is stable under direct sums, subobjects, tensor products, and duals, it is even enough to consider only the obvious representation of $R_K/Q_p G_m$ on the $Q_p$-vector space $K$. The corresponding representation of $\text{Gal}(Q_p/K_{\text{un}})$ comes from any Lubin-Tate $p$-divisible group attached to $K$, and Fontaine [F] has shown that these representations are crystalline.

Let $\text{REP}(T)$ denote the neutral $Q_p$-linear Tannakian category of finite-dimensional representations of the torus $T$, and let $\text{CR}(K)$ denote the neutral $Q_p$-linear Tannakian category of finite-dimensional crystalline representations of $\text{Gal}(Q_p/K_{\text{un}})$. We have just described a tensor functor $\text{REP}(T) \to \text{CR}(K)$, compatible with the fiber functors on the two categories. Let $\text{CRY}$ denote the $Q_p$-linear Tannakian category of $\Phi$-isocrystals $(V, \Phi)$ ($V$ is a finite-dimensional vector space over $L$ and $\Phi$ is a $\sigma$-linear bijection $\Phi: V \to V$), and consider the tensor functor $\text{CR}(K) \to \text{CRY}$ of [FM]. Composing it with $\text{REP}(T) \to \text{CR}(K)$, we get a tensor functor $\text{REP}(T) \to \text{CRY}$.

Although $\text{CRY}$ has no fiber functor over $Q_p$, it does have one over $L$, namely, the functor $(V, \Phi) \mapsto V$. Composing this with our tensor functor $\text{REP}(T) \to \text{CRY}$ gives a nonstandard fiber functor over $L$ on $\text{REP}(T)$. The difference between this fiber functor and the standard one is measured by an $L$-torsor under $T$ for the f.p.q.c topology on $\text{Spec}(L)$. By descent theory this torsor is represented by a scheme of finite type over $L$ and hence has a point in some finite extension of $L$. Thus the difference between the two fiber functors is measured by an element of the Galois cohomology group $H^1(L, T)$, and this group vanishes by a theorem of Steinberg. We conclude that the two fiber functors are isomorphic, and we choose an isomorphism between them. Any two choices differ by an automorphism of the standard fiber functor over $L$, or in other words, by an element of $T(L)$.

The isomorphism we just chose allows us to think of the $\Phi$-isocrystal associated by our functor to an object $V$ of $\text{REP}(T)$ as living on $V_L := V \otimes Q_p L$; we write $\Phi_V$ for the $\sigma$-linear bijection $V_L \to V_L$ obtained in this way. On $V_L$ we also have the obvious $\sigma$-linear map $\sigma: V_L \to V_L$ given by $\sigma := \text{id}_V \otimes \sigma$, and...
we define an element $b_v \in \text{Aut}_L(V_L)$ by the equation $\Phi_v = b_v \sigma$. The family of elements $b_v$ (for varying $V$) forms an automorphism of the standard fiber functor of $\text{Rep}(T)$ over $L$, hence there exists a unique element $b \in T(L)$ inducing the family $b_v$. The element $b \in T(L)$ depends on our choice of isomorphism between the two fiber functors, but the image of $b$ in $B(T)$ is independent of this choice. Thus, starting from $\mu \in X_\tau(T)$, we have constructed an element $b \in B(T)$. It is easy to see that this construction is functorial in $T$, so that we have defined a map of set-valued functors $g: X_\tau(T) \to B(T)$.

Lemma 12.1. The map of functors $g: X_\tau(T) \to B(T)$ is the negative of the composition of $q: X_\tau(T) \to X_\tau(T)$ and $f: X_\tau(T) \to B(T)$.

Since $X_\tau(T)$ is represented by $(\mathbb{G}_m, \mu_{\text{univ}})$, it is enough to check that $f q$ and $g$ agree on $\mu_{\text{univ}} \in X_\tau(\mathbb{G}_m)$. Consider the norm map $R_{K/Q_p} \mathbb{G}_m \to \mathbb{G}_m$. It carries $\mu_{\text{univ}}$ to the element $1 \in \mathbb{Z} = X_\tau(\mathbb{G}_m)$, and it induces an isomorphism $B(R_{K/Q_p} \mathbb{G}_m) \to B(\mathbb{G}_m)$. Therefore it is enough to check that $f q$ and $g$ agree on $1 \in \mathbb{Z} = X_\tau(\mathbb{G}_m)$. To calculate the element $b \in B(\mathbb{G}_m)$ obtained by applying $g$ to $1 \in \mathbb{Z} = X_\tau(\mathbb{G}_m)$ it is enough to consider the standard one-dimensional representation $V$ of $\mathbb{G}_m$ on $\mathbb{Q}_p$. Using Deligne's normalization of the isomorphism of local classfield theory, we get the Tate object $\mathbb{Q}_p(1)$ as the $\text{Gal}(\mathbb{Q}_p/K^{\text{un}})$-module associated to $V$. Applying the functor of Fontaine-Messing, we get the Tate object in $\text{CH}_Y^T$, and since $\Phi$ is given by $p^{-1} \sigma$ for the Tate object, we conclude that $b$ is represented by $p^{-1} \in \mathbb{G}_m(L)$. Since $f q$ carries $1 \in \mathbb{Z} = X_\tau(\mathbb{G}_m)$ into the element of $B(\mathbb{G}_m)$ represented by $p \in \mathbb{G}_m(L)$, the proof of Lemma 12.1 is now complete. Note that for this proof we did not need to know that the maps $g: X_\tau(T) \to B(T)$ are group homomorphisms, but of course the lemma shows that this is indeed the case.

13. Polarized abelian varieties with CM

Let $F$ be a CM-algebra, by which we mean a finite product of number fields, each of which is a totally complex quadratic extension of a totally real field. Let $\ast$ be the unique positive involution on $F$; on each factor of $F \otimes \mathbb{Q} \approx \mathbb{C} \times \cdots \times \mathbb{C}$ it induces complex conjugation. We write $T$ for the $\mathbb{Q}$-torus $\{x \in F^\times | xx^\ast \in \mathbb{Q}^\times \}$. The symbols $K, \mathbb{Q}_p, K^{\text{un}}, L, \Gamma, \sigma$ will have the same meaning as in §12, but we will assume in addition that $K$ is large enough that there are $[F: \mathbb{Q}]$ distinct $\mathbb{Q}$-algebra maps $F \to K$, so that in particular $T_{Q_p}$ is split by $K$. Now suppose that $A$ is an abelian variety over $K$ with good reduction and with CM by $F$. We actually consider $A$ as an abelian variety up to isogeny, so that having CM by $F$ means that we are given an injection $F \to \text{End}(A)$ and that $2 \dim(A) = [F: \mathbb{Q}]$. The tangent space $\text{Lie}(A)$ is a vector space of dimension $[F: \mathbb{Q}]/2$ over $K$ on which $F$ acts. The group $X_\tau(R_{F \otimes \mathbb{Q}_p} \mathbb{G}_m)$ is free with basis $S := \text{Hom}_{\mathbb{Q}\text{-alg}}(F, K)$, and exactly half of the elements in $S$ appear in the representation of $F$ on $\text{Lie}(A)$, each with multiplicity one. This subset $S_A$
of $S$ is called the CM-type of $A$. The involution $\ast$ on $F$ induces a map $\ast$ on $S$, and $S_A$ has the following property: $\ast(S_A)$ and $S_A$ are disjoint and their union is $S$. Thus the cocharacter $\mu := \sum_{s \in S_A} s$ of $R_{(F \otimes \mathbb{Q}_p)/\mathbb{Q}_p} \mathbb{G}_m$ belongs to the subgroup $X_*(T_{Q_p})$.

Suppose further that we are given a $\mathbb{Q}$-symmetrization $\lambda : A \to \hat{A}$ of the $F$-abelian variety $A$ up to $Q$-isogeny. Recall (see §9) that this means that $\lambda$ is a symmetric isogeny $\lambda : A \to \hat{A}$ such that $F \to \text{End}(A)$ is a $\ast$-homomorphism for $\ast$ on $F$ and the Rosati involution for $\lambda$ on $\text{End}(A)$.

In this section we will use the following terminology: a symplectic space with CM by $F$ over a field $E$ of characteristic 0 is a representation of $F$ on an $E$-vector space $V$ together with a nondegenerate alternating form $(\cdot, \cdot)$ on $V$ such that $(xv, w) = (v, x^* w)$ for all $x \in F$ and all $v, w \in V$, satisfying the further requirement that $V$ be free of rank 1 as $F \otimes E$-module. By an isomorphism $f : V_1 \to V_2$ between two such objects we mean an $E$-linear isomorphism $f$ commuting with the action of $F$ and carrying the alternating form on $V_1$ into a scalar multiple of the one on $V_2$ (here scalar means an element of $E^\times$).

We also use $A$ to denote the Neron model of $A$, and $A_k$ to denote its geometric fiber over the residue field $\bar{k}$ of $K^{un}$. The first homology group $H := H_1(A_{Q_p}, \mathbb{Q}_p)$ is a symplectic space with CM by $F$ over $\mathbb{Q}_p$. Write $D$ for the $\Phi$-isocrystal dual to $H^1_{\text{cris}}(A_k/W(\bar{k})) \otimes_{W(\bar{k})} L$; then $D$ is a symplectic space with CM by $F$ over $L$. The isomorphism classes of symplectic spaces with CM by $F$ over $L$ are classified by $H^1(L, T)$, and this group is trivial by a theorem of Steinberg [St]. Choose an isomorphism of symplectic spaces with CM by $F$ from $H_L := H \otimes_{\mathbb{Q}_p} L$ to $D$, and use this to transport the $\sigma$-linear operator $\Phi$ on $D$ to a $\sigma$-linear bijection $\Phi : H_L \to H_L$. Write $\Phi = b \sigma$, where $\sigma := \text{id}_H \otimes \sigma$. Then $b$ is an automorphism of the symplectic space $H_L$ with CM by $F$ and hence defines an element $b \in T(L)$. Changing the choice of isomorphism $H_L \simeq D$ does not change the image of $b$ in $B(T_{Q_p})$.

**Lemma 13.1.** The image of $b$ in $B(T_{Q_p})$ is equal to the negative of the image of $\mu \in X_*(T_{Q_p})$ under the canonical isomorphism $X_*(T_{Q_p}) \simeq B(T_{Q_p})$ of [K3].

The group $\text{Gal}(\mathbb{Q}_p/K)$ operates on $H$ by automorphisms of symplectic spaces with CM by $F$, and thus we get a homomorphism $\text{Gal}(\mathbb{Q}_p/K) \to T(\mathbb{Q}_p)$. Shimura and Taniyama [ST] proved that the restriction of this homomorphism to $\text{Gal}(\mathbb{Q}_p/K^{un})$ is associated to $\mu \in X_*(T_{Q_p})$ by the procedure of §12 (recall once again that we are using Deligne's normalization of the isomorphism of local classfield theory). Applying the functor of Fontaine-Messing to $H$, we get a symplectic space $D'$ with CM by $F$ over $L$, together with a $\sigma$-linear bijection $\Phi : D' \to D'$ commuting with $F$ and satisfying $(\Phi v, \Phi w) = p^{-1} \sigma(v, w)$ for all $v, w \in D'$. The comparison theorem of Fontaine-Messing and Faltings [Fa] implies that the isocrystal $D'$ is canonically isomorphic to $D$. Moreover the isomorphism is compatible with the action of $F$ (functoriality of the
comparison isomorphism) and with the alternating forms (compatibility of the comparison isomorphism with first Chern classes of line bundles). As in §12 we choose an isomorphism between two fiber functors on \( \text{REP}(T) \) over \( L \). In particular for the object \( H \) of \( \text{REP}(T) \) we get an isomorphism \( H_L \simeq D' = D \) of symplectic spaces with CM by \( F \) over \( L \). Lemma 13.1 now follows from Lemma 12.1.

Our next task is to use Lemma 13.1 to get information about polarized abelian varieties (up to isogeny) with CM by \( F \) over an algebraic closure \( \overline{L} \) of \( \overline{F} \). The symbols \( F, *, T \) have the same meaning as before. We consider an abelian variety \( A \) up to isogeny of dimension \( [F : \mathbb{Q}] / 2 \) over \( K \) together with an \( \mathbb{Q} \)-polarization \( \lambda : A \to \hat{A} \) of the \( F \)-abelian variety \( A \) up to \( \mathbb{Q} \)-isogeny.

Let \( V \) be a symplectic space with CM by \( F \) over \( L \). The torus \( T \) is the group of automorphisms of \( V \). We write \( \hat{T} \) for the complex torus dual to \( T \). We choose an algebraic closure \( \overline{\mathbb{Q}} \) of \( \mathbb{Q} \) as well as algebraic closures \( \overline{\mathbb{Q}}_v \) of \( \mathbb{Q}_v \) for every place \( v \) of \( \mathbb{Q} \). We also choose embeddings \( \mathbb{Q} \to \overline{\mathbb{Q}}_v \) for every place \( v \) of \( \mathbb{Q} \). We write \( r \) for \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \) and \( r(v) \) for \( \text{Gal}(\overline{\mathbb{Q}}_v/\mathbb{Q}_v) \); our embedding \( \mathbb{Q} \to \overline{\mathbb{Q}}_v \) induces an injection \( r(v) \to r \). The group \( r \) (and its subgroups \( r(v) \)) act on \( \hat{T} \). Recall (see [K2, K3]) that there are canonical isomorphisms

1. \( H^1(Q_v, T) \simeq X^*(\pi_0(\hat{T}^{\Gamma(v)})) \) for all \( v \),
2. \( B(T_{Q_v}) \simeq X^*(\hat{T}^{\Gamma(p)}) \),

where \( \pi_0(\hat{T}^{\Gamma(v)}) \) denotes the quotient of \( \hat{T}^{\Gamma(v)} \) by its identity component.

For each prime \( I \) different from \( p \) we get a symplectic space \( H_I(A, Q_I) \) with CM by \( F \) over \( Q_I \). It differs from \( V_{Q_I} \) by an element of \( H^1(Q_I, T) \simeq X^*(\pi_0(\hat{T}^{\Gamma(I)})) \); we denote by \( \alpha(I) \) this character on \( \hat{T}^{\Gamma(I)} \) (trivial on the identity component of \( \hat{T}^{\Gamma(I)} \)).

For the prime \( p \) we have the isocrystal \( D \) dual to \( H_{\text{crys}}(A/W(\overline{k})) \otimes_{W(\overline{k})} L \). Moreover \( D \) is a symplectic space with CM by \( F \) over \( L \), and the \( \sigma \)-linear bijection \( \Phi : D \to D \) commutes with the action of \( F \) and satisfies the equality \( (\Phi v, \Phi w) = p^{-1} \sigma(v, w) \) for all \( v, w \in D \). Using once again that any two symplectic spaces with CM by \( F \) over \( L \) are isomorphic, we choose an isomorphism \( V_L \simeq D \) and use it to transport \( \Phi \) to \( V_L \). As before we write \( \Phi = b \sigma \) for \( b \in T(L) \); then the image of \( b \) in \( B(T_{Q_p}) \simeq X^*(\hat{T}^{\Gamma(p)}) \) is independent of the choice of isomorphism \( V_L \simeq D \), and we denote by \( \alpha(p) \) this character on \( \hat{T}^{\Gamma(p)} \).

Finally consider the infinite place \( \infty \) of \( \mathbb{Q} \). By Lemma 4.3 there is a unique \( \mathbb{R} \)-algebra \( * \)-homomorphism \( h : \mathbb{C} \to \text{End}_F(V_R) = F \otimes_\mathbb{Q} \mathbb{R} \) such that the symmetric bilinear form \( (v, h(i)w) \) on \( V_R \) is positive definite. The restriction of \( h \) to \( \mathbb{C}^* \) is a homomorphism of algebraic groups \( h : \mathbb{C}^* \to T_R \). As in (2) of Lemma 4.1 the homomorphism \( h \) gives us a homomorphism \( \mu_h : G_m \to T_C \), or, in other words, an element \( \mu_h \in X_*(T_C) \) of \( X_*(T) \). Restricting \( \mu_h \) to \( \hat{T}^{\Gamma(\infty)} \) gives us a character \( \alpha(\infty) \) on \( \hat{T}^{\Gamma(\infty)} \). Note that \( \alpha(\infty) \) is independent of the choice of \( i = (-1)^{1/2} \) in \( \mathbb{C} \).
We have now defined a character $\alpha(v)$ on $\hat{T}^{\Gamma(v)}$ for every place $v$ of $\mathbb{Q}$, and all but a finite number of them are trivial. Restrict each $\alpha(v)$ to the subgroup $\hat{T}$ of $\hat{T}^{\Gamma(v)}$ and take the product over all places $v$ of these characters on $\hat{T}$; this yields a character on $\hat{T}$ that we will denote by $\alpha$. Note that the restriction of $\alpha(v)$ to $\hat{T}$ is independent of the choice of embedding $\mathbb{Q} \to \mathbb{Q}_v$, and hence that $\alpha$ is independent of the choice of these embeddings.

**Lemma 13.2.** The character $\alpha$ on $\hat{T}$ is trivial.

First note that $\alpha$ is independent of the choice of symplectic space $V$ with CM by $F$ over $\mathbb{Q}$. Indeed, any other such space $V'$ differs from $V$ by an element $t \in H^1(\mathbb{Q}, T)$. Writing $t_v$ for the image of $t$ under

$$H^1(\mathbb{Q}, T) \to H^1(\mathbb{Q}_v, T) \simeq X^*(\pi_0(\hat{T}^{\Gamma(v)})),$$

one checks that $\alpha'(v)$ (the analog for $V'$ of $\alpha(v)$ for $V$) is given by $\alpha'(v) = \alpha(v) - t_v$. It follows from Tate-Nakayama duality (in the form given in the introduction to [K4]) that the product of the restrictions of the characters $t_v$ to $\hat{T}$ is trivial and hence that $\alpha$ is the same for $V'$ as it is for $V$.

Next note that $\alpha$ is independent of the choice of polarization $\lambda$ of the $F$-abelian variety $A$. Indeed, any other such polarization $\lambda'$ is given by $\lambda' f$ where $f \in F_{\text{sym}}^\times$ and the image of $f$ in $(F \otimes_{\mathbb{Q} \mathbb{R}})^{\text{sym}}$ lies in the cone $(F \otimes_{\mathbb{Q} \mathbb{R}})^{\times}$ (apply Lemma 9.1). The discussion in §1 shows that $F_{\text{sym}}^\times$ can be identified with the $\mathbb{Q}$-rational points of the quotient of the $\mathbb{Q}$-torus $F^\times$ by the subtorus $T_1 = \{ x \in F^\times | xx^* = 1 \}$. Therefore the coboundary map for the exact sequence

$$1 \to T_1 \to F^\times \to F^\times / T_1 \to 1$$

associates to $f \in F_{\text{sym}}^\times$ an element $t_1 \in H^1(\mathbb{Q}, T_1)$, whose image under

$$H^1(\mathbb{Q}, T_1) \to H^1(\mathbb{Q}, T) \to H^1(\mathbb{Q}_v, T) \simeq X^*(\pi_0(\hat{T}^{\Gamma(v)}))$$

we denote by $t_v$. Then one checks that $\alpha'(v)$ (the analog for $\lambda'$ of $\alpha(v)$ for $\lambda$) is given by $\alpha'(v) = \alpha(v) + t_v$. As before Tate-Nakayama duality implies that $\alpha$ is independent of $\lambda$.

Now we are ready to derive Lemma 13.2 from Lemma 13.1. The image of $F$ in $\text{End}(A)$ is a maximal commutative semisimple subalgebra of that semisimple $\mathbb{Q}$-algebra, and therefore the CM-algebra $F$ splits $\text{End}(A)$. Tate [T3] proved that $A$ is isogenous to the geometric special fiber of an abelian scheme with CM by $F$ over the ring of integers in a $p$-adic field $K$ (he was working with CM-fields and simple abelian varieties, but his proof goes through unchanged in our slightly more general case). Thus, in proving Lemma 13.2 we may revert to the situation at the beginning of this section, so that $A$ now denotes an abelian variety over $K$ and $A_k$ is its geometric special fiber. At that time, however, we allowed $\lambda$ to be any $\mathbb{Q}$-symmetrization $\lambda: A \to \hat{A}$ of the $F$-abelian variety $A$ over $K$. Now we take $\lambda$ to be any $\mathbb{Q}$-polarization of $A$ (for existence appeal to Lemma 9.2). Note that the $\mathbb{Q}$-symmetrization $\lambda: A_k \to \hat{A}_k$ of $A_k$ induced
by \( \lambda : A \to \tilde{A} \) is actually a \( \mathbb{Q} \)-polarization, as we saw in §5 while verifying the valuative criterion of properness.

Since \( \alpha \) is independent of the choice of polarization of \( A_k \), we are free to take \( \bar{\lambda} \). We are also free to use any symplectic space \( V \) with CM by \( F \) over \( \mathbb{Q} \). The most convenient choice is \( V = H_1(A_\mathbb{C}, \mathbb{Q}) \), where \( A_\mathbb{C} \) is obtained from \( A \) by extension of scalars for some isomorphism \( \mathbb{Q}_p \to \mathbb{C} \) compatible with our chosen embeddings \( \mathbb{Q} \to \mathbb{Q}_p \) and \( \mathbb{Q} \to \mathbb{C} \).

We need to determine the characters \( \alpha(v) \in X^* (\tilde{T}^{F(v)}) \) for these choices of \( \bar{\lambda}, V \). For any prime \( l \) different from \( p \) the isomorphism

\[
H_1(A_k, \mathbb{Q}_l) \simeq H_1(A_{\mathbb{Q}_p}, \mathbb{Q}_l) = H_1(A_\mathbb{C}, \mathbb{Q}_l) = V_{\mathbb{Q}_l}
\]

of symplectic spaces with CM by \( F \) shows that \( \alpha(p) \) is trivial. As before the action of \( F \) on \( \text{Lie}(A) \) determines a cocharacter \( \mu \in X_*(T_{\mathbb{Q}_p}) = X^*(\tilde{T}) \), and Lemma 13.1 implies (in view of the isomorphism \( H_1(A_{\mathbb{Q}_p}, \mathbb{Q}_p) \simeq V_{\mathbb{Q}_p} \)) that \( \alpha(p) \) is the negative of the restriction of \( \mu \) to \( \tilde{T}^{F(p)} \). To get \( \alpha(\infty) \) we need to use the unique \(*\)-homomorphism \( \mathbb{C} \to \text{End}_F(V_\mathbb{R}) \) such that \( (v, h(i)w) \) is positive definite on \( V_\mathbb{R} \). Since \( \lambda \) is a polarization, the canonical complex structure \( h : \mathbb{C} \to \text{End}(V_\mathbb{R}) \) on \( V_\mathbb{R} = H_1(A_\mathbb{C}, \mathbb{R}) = \text{Lie}(A_\mathbb{C}) \) is the required \( h \).

From this \( h \) we get \( \mu_h \in X_*(T_\mathbb{R}) = X^*(\tilde{T}) \) and \( \alpha(\infty) \) is the restriction of \( \mu_h \) to \( \tilde{T}^{F(\infty)} \). Since \( \mathbb{Q}_p \to \mathbb{C} \) was chosen to be compatible with \( \mathbb{Q} \to \mathbb{Q}_p \) and \( \mathbb{Q} \to \mathbb{C} \), the elements \( \mu \) and \( \mu_h \) of \( X^*(\tilde{T}) \) are equal. This proves Lemma 13.2.

14. CONSTRUCTION OF \((\gamma_0; \gamma, \delta)\) FROM \((A, \lambda, i)\)

Let \( p, B, *, F, F_0, \mathcal{O}_g, V, (\cdot, \cdot), C, G, G_1, h, E \) be as in §5. However, we now consider only Cases A and C; in fact Case D will be excluded for the rest of this paper. Let \( \tilde{k}, \sigma, r, k_r, L, L_r \) have the same meaning as in §10. Let \( c \) be a positive rational number of the form \( p^r c_0 \) where \( c_0 \) is a \( p \)-adic unit. Let \( A = (\tilde{A}, u) \) be a virtual abelian variety over \( k_r \) up to isogeny, let \( i : B \to \text{End}(A) \) be a ring homomorphism, and let \( \lambda : A \to \tilde{A} \) be a \( c \)-polarization of the virtual abelian variety \( A \) such that \( \lambda \in \text{Hom}_B(A, \tilde{A}) \). Thus \( (A, \lambda, i) \) is a \( c \)-polarized virtual \( B \)-abelian variety over \( k_r \) up to isogeny.

We are going to make three assumptions on \((A, \lambda, i)\). Under these assumptions we will associate to \((A, \lambda, i)\) a triple \((\gamma_0; \gamma, \delta)\) of the type considered in §2 of [K5].

The first assumption is that the skew-Hermitian \( B \)-module \( H_1(\tilde{A}, \mathbb{A}_f^p) \) be isomorphic to \( V \otimes_\mathbb{Q} \mathbb{A}_f^p \). Choose an isomorphism \( H_1(\tilde{A}, \mathbb{A}_f^p) \simeq V \otimes_\mathbb{Q} \mathbb{A}_f^p \) of skew-Hermitian \( B \)-modules. The Frobenius element \( \pi_A \) for \( A \) is an automorphism of the skew-Hermitian \( B \)-module \( H_1(\tilde{A}, \mathbb{A}_f^p) \) (recall that our isomorphisms and automorphisms need only preserve the alternating form up to a scalar), and by means of the isomorphism we just chose, \( \pi_A \) can be viewed as an element \( \pi_A \in G(\mathbb{A}_f^p) \). We take for \( \gamma \) the inverse of \( \pi_A \); it is an element of \( G(\mathbb{A}_f^p) \) whose conjugacy class is independent of the choice of isomorphism between \( H_1(\tilde{A}, \mathbb{A}_f^p) \) and \( V \otimes_\mathbb{Q} \mathbb{A}_f^p \).
From \((A, \lambda, i)\) we get (see §10) a skew-Hermitian \(B\)-module \(H\) over \(L_r\) together with a \(\sigma\)-linear bijection \(\Phi: H \to H\) commuting with \(B\) and satisfying \((\Phi v, \Phi w) = c' \sigma(v, w)\) for all \(v, w \in H\), where \(c'\) is some element of \(L_r^x\) whose norm down to \(\mathbb{Q}_p^x\) is \(c^{-1}\). The second assumption on \((A, \lambda, i)\) is that the skew-Hermitian \(B\)-module \(H\) be isomorphic to \(V \otimes_\mathbb{Q} L_r\). Choose an isomorphism \(H \cong V \otimes_\mathbb{Q} L_r\) of skew-Hermitian \(B\)-modules and use it to carry \(\Phi\) over to a \(\sigma\)-linear bijection \(\Phi: V \otimes_\mathbb{Q} L_r \to V \otimes_\mathbb{Q} L_r\). As usual we then write \(\Phi = \delta \sigma\) for a linear automorphism \(\delta\) of \(V \otimes_\mathbb{Q} L_r\), where \(\sigma\) is the \(\sigma\)-linear bijection \(\mathrm{id}_V \otimes \sigma\) from \(V \otimes_\mathbb{Q} L_r\) to itself. Then \(\delta \in G(L_r)\) and changing our choice of isomorphism replaces \(\delta\) by a \(\sigma\)-conjugate \(x \delta \sigma(x)^{-1}\) \((x \in G(L_r))\); in particular, the \(\sigma\)-conjugacy class of \(\delta \in G(L_r)\) is well defined.

Consider the canonical map 
\[ B(G_{\mathbb{Q}_p}) \to X^*(Z(\tilde{G}^{\Gamma(p)}) \]

of §6 of [K5]. Applying this map to the element of \(B(G_{\mathbb{Q}_p})\) represented by \(\delta\), we get an element of \(X^*(Z(\tilde{G}^{\Gamma(p)})\). The third assumption on \((A, \lambda, i)\) is that this element of \(X^*(Z(\tilde{G}^{\Gamma(p)})\) be equal to the element \(\mu_1\) constructed from \(\mu_h\) in §2 of [K5].

We have constructed \(\gamma, \delta, \) and it remains to construct \(\gamma_0\). Let \(M\) be the semisimple \(\mathbb{Q}\)-algebra \(\mathrm{End}_B(A)\). The Rosati involution for \(\lambda\) preserves \(\mathrm{End}_B(A)\), giving a positive involution \(*\) on \(M\). Let \(I\) be the \(\mathbb{Q}\)-group of automorphisms of \((A, \lambda, i)\); thus \(I(R) = \{x \in M_R|xx^* \in R^x\}\) for any \(\mathbb{Q}\)-algebra \(R\). We also have the subgroup \(I_1\) given by \(I_1(R) = \{x \in M_R|xx^* = 1\}\); since \(*\) is positive the group \((I_1)_\mathbb{R}\) is anisotropic over \(\mathbb{R}\).

It follows from Lemma 10.7 that for any prime \(l\) different from \(p\) the group \(I_{\mathbb{Q}_l}\) is isomorphic to the centralizer of \(\gamma_l\) in \(G_{\mathbb{Q}_l}\), where \(\gamma_l\) denotes the \(\mathbb{Q}_l\)-component of \(\gamma \in G(\mathbb{A}_f^\rho)\). Since \(\pi_A\) is central in \(M\), the element \(\gamma_l\) is semisimple. Recall that we are in Case A or C. In a general linear group over an algebraically closed field the centralizer of any semisimple element is a product of general linear groups, and in a symplectic group over an algebraically closed field the centralizer of any semisimple element is a product of general linear groups and symplectic groups. Therefore in both cases the group \(I_1\) becomes a product of general linear groups and symplectic groups after extending scalars to \(\overline{\mathbb{Q}}\).

Let \(T\) be a maximal torus in \(I\). Its centralizer in \(M\) is a maximal commutative semisimple subalgebra \(N\) of \(M\); moreover, the involution \(*\) preserves \(N\) and \(N\) is free of rank 2 over its subalgebra \(N_0 := \{x \in N|x^* = x\}\) (use that no factor of \(I_1\) is an orthogonal group in an odd number of variables; actually, as we have just seen, \(I_1\) has no orthogonal factors at all). The torus \(T\) can be recovered from \(N\) as follows:
\[ T(R) = \{x \in N_R|xx^* \in R^x\}\]
Since $I$ is isomorphic over $\mathbb{Q}$, to the centralizer $G_{\gamma_i}$ of $\gamma_i$ in $G_{\mathbb{Q}_l}$, the torus $T$ has the same dimension as the maximal tori in $G$. Therefore $N$, which is naturally an $F$-algebra, has the same dimension over $F$ as the maximal commutative semisimple subalgebras of $C = \text{End}_B(V)$, namely, $(\dim_F C)^{1/2}$.

Since $\dim_F(N) = (\dim_F C)^{1/2}$, there exists an $F$-algebra embedding $N \to C$ if and only if $N \otimes_F C$ is a matrix algebra over $N$, and any two such embeddings are conjugate under $C^\times$. This statement is well known, but we will recall its proof in order to give motivation for the proof of Lemma 14.1. Giving $N \to C$ is the same as giving a left $C \otimes_F N$-module structure on $C$ that extends the natural left $C$-module structure on $C$ (use that $\text{End}_C(C) = C^{\text{opp}}$ and that giving $N \to C$ is the same as giving $N \to C^{\text{opp}}$). Moreover two homomorphisms $N \to C$ are conjugate under $C^\times$ if and only if the corresponding $C \otimes_F N$-modules are isomorphic. Factor $N$ as a product of field extensions $N_i$ of $F$. Then $C \otimes_F N$ has $t$ simple left modules, and $N \to C$ is an embedding if and only if each of these simple modules occurs at least once in the corresponding $C \otimes_F N$-module. Since $C$-modules are determined up to isomorphism by their $F$-dimensions, our problem reduces to determining the isomorphism classes of $C \otimes_F N$-modules $W$ containing each simple module at least once and having $F$-dimension equal to that of $C$. Since the $N_i$-dimension of the simple $C \otimes_F N$-module corresponding to $N_i$ is greater than or equal to $(\dim_F C)^{1/2} = [N : F]$, with equality if and only if $C \otimes_F N_i$ is a matrix algebra, no such module $W$ exists unless each $C \otimes_F N_i$ is a matrix algebra, in which case $W$ is isomorphic to a direct sum of one copy of each of the $t$ simple modules for $C \otimes_F N$. A central simple algebra over $N_i$ is a matrix algebra if and only if this is so locally, and the discussion above shows that $N$ can be embedded (over $F$) in $C$ if and only if this is so locally for each place of $F$. Let us check that these local embeddings exist in our situation.

For any prime $l$ different from $p$ we have chosen an isomorphism $H_l(A_i, Q) \simeq V \otimes_Q Q_i$ of skew-Hermitian $B$-modules. It follows from Lemma 10.7 that $M_i$ embeds (as $F_i$-algebra) in $\text{End}_{B_i}(V_i) = C_i$, where we are using a subscript $l$ to denote extension of scalars from $Q$ to $Q_i$. This takes care of places of $F$ lying over $l$, since $N$ is an $F$-subalgebra of $M$. For places of $F$ lying over $p$ there is nothing to do since we have assumed that $B$ splits at such places and this implies the same for $C$ and $C \otimes_F N$. For infinite places of $F$ we need only remark that every infinite place of $N$ is complex (use that $*$ is a positive involution on $N$ and that $N$ is free of rank $2$ over $N_0$).

We have now shown that there exists an $F$-algebra embedding $i: N \to C$, unique up to conjugacy under $C^\times$.

**Lemma 14.1.** There exists an $F$-algebra embedding $i: N \to C$ that is a $*$-homomorphism.

Start by choosing an $F$-algebra embedding $i: N \to C$. We need to show that some $C^\times$-conjugate of $i$ is a $*$-homomorphism. As before we use $i$ to regard $C$ as a left $C \otimes_F N$-module. Then $i: N \to C$ is itself a $*$-homomorphism if and only if the standard $F$-valued $C \otimes_F C^{\text{opp}}$-Hermitian form $(x, y)_1 := \text{tr}_{C/F}(xy^*)$...
on $C$ is $C \otimes_F N$-Hermitian as well. It follows that $i$ is conjugate under $C^\times$ to a $*$-homomorphism if and only if there is a $C \otimes_F N$-Hermitian form $(\cdot, \cdot)$ on $C$ that is equivalent as a $C$-Hermitian form to $(\cdot, \cdot)_1$.

For any prime $l$ different from $p$ the embedding $i: N \to C$ is conjugate under $C^\times$ to a $*$-homomorphism, namely, the embedding $N \hookrightarrow M \hookrightarrow C$, discussed earlier. Consider the $F_0$-vector space $W$ of all $C \otimes_F N$-Hermitian forms on $C$. Inside this vector space we have the Zariski open subset of non-degenerate $C \otimes_F N$-Hermitian forms. The discussion for $l \neq p$ shows that this Zariski open subset is nonempty. Since the $F_0$-rational points of $W$ (regarded as variety over $F_0$) are Zariski dense in $W$, it follows that there exists a nondegenerate $C \otimes_F N$-Hermitian form $(\cdot, \cdot)'$ on $C$.

The difference between $(\cdot, \cdot)'$ and $(\cdot, \cdot)_1$ as $C$-Hermitian forms is measured by an element $\alpha \in H^1(F_0, A)$, where $A$ is the $F_0$-group of automorphisms of the $C$-Hermitian module $(C, (\cdot, \cdot)'_1)$ (here, for a change, we mean automorphisms preserving $(\cdot, \cdot)'_1$, not just preserving it up to a scalar). Since $\text{End}_{C \otimes_F N}(C) = N$, we see that the group of automorphisms of the $C \otimes_F N$-Hermitian module $(C, (\cdot, \cdot)'_1)$ is the $F_0$-torus $T_0 = \{ x \in N | xx^* = I \}$. The embedding $i: N \to C$ is conjugate to a $*$-homomorphism if and only if there is another $C \otimes_F N$-Hermitian form $(\cdot, \cdot)$ on $C$ (differing from $(\cdot, \cdot)'_1$ by an element of $H^1(F_0, T_0)$) that is equivalent to $(\cdot, \cdot)_1$ as a $C$-Hermitian form, and this happens if and only if the element $\alpha$ is in the image of $H^1(F_0, T_0) \to H^1(F_0, A)$.

The group $A$ is a reductive group over $F_0$, and since we are in Case A or $C$, it is connected as well. The element $\alpha \in H^1(F_0, A)$ lies in the image of $H^1(F_0, T)$ if and only if the maximal torus $T_0$ of $A$ transfers to the inner form $A_\alpha$ of $A$ obtained by using $\alpha$ to twist $A$ (see §9 of [K2] for a review of the notion of transferring tori to inner forms). It follows from what we have already done that $T_0$ transfers to $A_\alpha$ locally for all places of $F_0$ away from $p$ and $\infty$. The group $A_\alpha$ is the $F_0$-group $\{ x \in C | xx^* = I \}$, and the hypotheses made in §5 guarantee that $A_\alpha$ is an unramified group at places of $F_0$ over $p$ and in particular that $A_\alpha$ is quasi-split at such places. It is well known that any maximal torus transfers to the quasi-split form, and we conclude that $T_0$ transfers to $A_\alpha$ at all $p$-adic places of $F_0$. The infinite places of $F_0$ are real and at each such place $T_0$ is anisotropic (again use that $*$ is a positive involution on $N$), and it is well known that anisotropic tori in groups over local fields transfer to all inner forms. Therefore $T_0$ transfers to $A_\alpha$ locally at every place of $F_0$.

The obstruction (due to Langlands [L5] and constructed another way in §9 of [K2]) to transferring $T_0$ to $A_\alpha$ lies in $\ker^2(F_0, U)$ (locally trivial elements in $H^2(F_0, U)$), where $U$ denotes the $F_0$-torus obtained by taking the intersection of $T_0$ with the derived group of $A$ (this derived group is simply connected in our case). By Tate-Nakayama duality for $U$ the group $\ker^2(F_0, U)$ is dual to
ker^1(F_0, X^*(U))$, which may in turn be identified with

$$\ker[\pi_0(\hat{U}^\Gamma) \to \prod_v \pi_0(\hat{U}^{\Gamma(v)})],$$

with notation as in [K2] (in particular $\Gamma = \text{Gal}(F/F_0)$ for the moment). Therefore $\ker^2(F_0, U)$ vanishes if there is any place $v$ of $F_0$ such that $X^*(U)^{\Gamma} = X^*(U)^{\Gamma(v)}$ (so that the identity components of $\hat{U}^\Gamma$ and $\hat{U}^{\Gamma(v)}$ coincide). This happens in our case since $T_0$ (and hence $U$) is anisotropic at every infinite place of $F_0$. We conclude that $T_0$ transfers to $A_{\alpha}$, and the proof of the lemma is complete.

Recall that we are trying to associate a triple $(\gamma_0; \gamma, \delta)$ to $(A, \lambda, i)$ and that we have already constructed $\gamma, \delta$. Lemma 14.1 allows us to construct $\gamma_0$. Choose a *-homomorphism $i: N \to C$ (as in the lemma). The Frobenius element $n_A$ of $A$ belongs to the center of $M = \text{End}_B(A)$ and therefore belongs to the maximal commutative semisimple subalgebra $N$ of $M$. Since $A$ is $c$-polarizable, we have $\pi_A \pi_A^* = c$ and therefore $\pi_A$ gives an element $\pi_A \in T(\mathbb{Q})$. We first define an element $\gamma_0 \in T(\mathbb{Q})$ by taking the inverse of $\pi_A$. Then, using the *-homomorphism $N \to C$ to embed $T$ in $G$ over $\mathbb{Q}$, we regard $\gamma_0$ as an element of $G(\mathbb{Q})$. Of course $\gamma_0 \in G(\mathbb{Q})$ depends on the choice of embedding $i$, but since any two such embeddings are conjugate under $G(\mathbb{Q})$, the stable conjugacy class of $\gamma_0$ is well defined.

We finally have the desired triple $(\gamma_0; \gamma, \delta)$, but we still must show that it satisfies all the conditions imposed in §2 of [K5]. It is clear that $\gamma_0$ is semisimple and that it is elliptic in $G(\mathbb{R})$. It is also clear that $\gamma_0$ is conjugate under $C_l^{\times}$ to the $l$-adic component $\gamma_l$ of $\gamma$ for all $l$ different from $p$. Moreover, both $\gamma_l$ and $\gamma_0$ have image $c^{-1}$ under the usual homomorphism $G \to \mathbb{G}_m$, and it follows from Lemma 7.1 that $\gamma_l$ and $\gamma_0$ are conjugate in $G(\mathbb{Q}_l)$.

Once again let $H$ denote the $L_r$-vector space with $\sigma$-linear bijection $\Phi$ that we get from $A$. We have chosen an isomorphism $H \simeq V \otimes_Q L_r$ of skew-Hermitian $B$-modules; use it to regard $\pi_A^{-1}$ as an element $\gamma_p \in G(L_r)$. Then the equality $\Phi' = \pi_A^{-1}$ shows that $N\delta = \gamma_p$. On the other hand it is again clear that $\gamma_p$ is conjugate to $\gamma_0$ under $(C \otimes_Q L_r)^{\times}$ and that both $\gamma_p$ and $\gamma_0$ have image $c^{-1}$ under $G \to \mathbb{G}_m$, and once again Lemma 7.1 shows that $N\delta$ is conjugate to $\gamma_0$ in $G(L_r)$. Since we have imposed the second condition of §2 of [K5] on $\delta$ as one of our three hypotheses on $(A, \lambda, i)$, we are now finished verifying that $(\gamma_0; \gamma, \delta)$ satisfies all the conditions of §2 of [K5].

There is one last task in this section. We have the $\mathbb{Q}$-group $I$ (automorphisms of the triple $(A, \lambda, i)$) and another $\mathbb{Q}$-group $I_0 := G_{\gamma_0}$, the centralizer of $\gamma_0$ in $G$. By Lemma 10.7 (respectively, Lemma 10.8) the group $I_{\mathbb{Q}_p}$ (respectively, $I_{Q_p}$) is isomorphic to $G_{\gamma_l}$ (respectively, $G_{\delta \sigma}$, the twisted centralizer of $\delta$), where $\gamma_l$ denotes the $l$-adic component of $\gamma$ for a prime $l \neq p$. Since $\gamma_0$ and $\gamma_l$ (respectively, $N\delta$) are stably conjugate, there are inner twistings $\psi_v: I_0 \to I$ over $\mathbb{Q}_v$, canonical up to inner automorphisms of $I_0$ over $\mathbb{Q}_v$, for every finite place $v$ of $\mathbb{Q}$.
Let $M_0$ denote the centralizer of $\gamma_0$ in the algebra $C$. Then the involution $*$ on $C$ preserves $M_0$. The functor $\Psi$ taking a $\mathbb{Q}$-algebra $R$ to the set $\Psi(R)$ of $*$-isomorphisms of $F$-algebras from $M_0$ to $M = \text{End}_B(A)$ over $R$ carrying $\gamma_0$ into $\pi_{1,0}^1$ is representable by a scheme of finite type over $\mathbb{Q}$ (in fact a locally closed subscheme of the affine space $\text{Hom}(M_0, M)$). When $R$ is an algebraically closed field, every $F$-algebra automorphism of $(M_0, *)$ over $R$ carrying $\gamma_0$ into itself comes from an inner automorphism of $I_0$ over $R$; therefore an element of $\Psi(R)$ induces an inner twisting $I_0 \rightarrow I$. For every finite place $v$ of $\mathbb{Q}$ the set $\Psi_v(\mathbb{Q})$ is non empty and the inner twisting $\psi_v$ comes from some element of $\Psi(\mathbb{Q}_v)$. In particular the scheme $\Psi$ is nonempty and hence has a $\mathbb{Q}$-valued point $\psi \in \Psi(\mathbb{Q})$, inducing an inner twisting $\psi: I_0 \rightarrow I$ over $\mathbb{Q}$ that differs from $\psi_v$ by an inner automorphism of $I_0$ over $\mathbb{Q}_v$. Since $I_R$ is anisotropic modulo $\mathbb{G}_m$ (use that $*$ is positive), it follows that the inner twisting $\psi_{\infty}: I_0 \rightarrow I$ over $\mathbb{C}$ obtained from $\psi$ is equivalent to the inner twisting $\psi_{\infty}: I_0 \rightarrow I(\infty)$ constructed in §3 of [K5] (use that there is a unique element of $H^1(\mathbb{R}, I_2)$ corresponding to the compact form of $I_0$), where $I_2$ denotes the adjoint group of $I_0$. It follows that the group $I$ of this paper can serve as the group $I$ used in §3 of [K5].

15. Vanishing of $\alpha(\gamma_0; \gamma, \delta)$

We keep the notation of §14 and continue to exclude Case D. Starting from a $c$-polarized virtual $B$-abelian variety $(A, \lambda, i)$ over $k$, up to isogeny satisfying the three assumptions of §14, we constructed a triple $(\gamma_0; \gamma, \delta)$ satisfying the conditions of §2 of [K5]. In that section of that paper there is a construction of an element $\alpha(\gamma_0; \gamma, \delta) \in \mathfrak{R}(I_0/\mathbb{Q})^D$, where $I_0$ denotes the centralizer of $\gamma_0$ in $G$. The group $I_0$ is connected and reductive since $\gamma_0$ is semisimple and the derived group of $G$ is simply connected. Recall that $\mathfrak{R}(I_0/\mathbb{Q})$ is the subgroup of $\pi_0((Z(I_0)/Z(G))^T)$ consisting of elements whose image in $H^1(\mathbb{Q}, Z(G))$ lies in $\ker^1(\mathbb{Q}, Z(G))$, the subgroup of locally trivial elements in $H^1(\mathbb{Q}, Z(G))$ (\Gamma denotes $\text{Gal}(\mathbb{Q}/\mathbb{Q})$). In this section we will prove the following result.

**Lemma 15.1.** Let $(A, \lambda, i)$ be a $c$-polarized virtual $B$-abelian variety over $k$, satisfying the three conditions of §14, and let $(\gamma_0; \gamma, \delta)$ be the triple associated to $(A, \lambda, i)$. Then the element $\alpha(\gamma_0; \gamma, \delta)$ of $\mathfrak{R}(I_0/\mathbb{Q})^D$ is trivial.

In §18 when we determine the image of the map $(A, \lambda, i) \mapsto (\gamma_0; \gamma, \delta)$, we will need a slight generalization of Lemma 15.1, which we will now formulate. Again we start with a $c$-polarized virtual $B$-abelian variety $(A, \lambda, i)$ over $k$, up to isogeny, but we do not assume that $(A, \lambda, i)$ satisfies the three conditions of §14. Instead we make the following weaker assumption. We assume that there exists a semisimple element $\gamma_0 \in G(\mathbb{Q})$, elliptic in $G(\mathbb{R})$, with $\gamma_0^* \gamma_0 = c^{-1}$, and such that for every prime $l$ different from $p$ the $B \otimes_{\mathbb{Q}} \mathbb{Q}[T]$-modules $V_i := V \otimes_{\mathbb{Q}} \mathbb{Q}_l$ and $H_i := H_i(A, \mathbb{Q}_l)$ are isomorphic, where $T$ acts on $V_i$ by $\gamma_0^{-1}$ and on $H_i$ by $\pi_A^l$.

Put $I := \text{Aut}(A, \lambda, i)$ and $I_0 := G_{\gamma_0}$. We claim that $I$ is an inner twist of $I_0$ (canonically, up to inner automorphisms of $I_0$ over $\mathbb{Q}$). Put $M = \text{End}_B(A)$
and let $M_0$ be the centralizer of $\gamma_0$ in $C = \End_B(V)$. We have involutions on $M$ and $M_0$. Let $\Psi$ be the functor considered at the end of §14. Pick any prime $l$ different from $p$. Then $\Psi(\mathbb{Q}_l)$ is nonempty, since our hypothesis that $V_l$ be isomorphic to $H_l$ as $B \otimes_{\mathbb{Q}} \mathbb{Q}[T]$-module implies that $V_l$ and $H_l$ are isomorphic over $\mathbb{Q}_l$ as skew-Hermitian $B \otimes_{\mathbb{Q}} \mathbb{Q}[\pi_A]$-modules (where $\mathbb{Q}[\pi_A]$ denotes the subalgebra of $\End(A)$ generated by $\pi_A$, and where $\pi_A$ acts on $V_l$ by $\gamma_0^{-1}$), and $(M_0)_{\mathbb{Q}_l}$ (respectively, $M_{\mathbb{Q}_l}$) is the $*$-algebra $\End_{B \otimes_{\mathbb{Q}} \mathbb{Q}[\pi_A]}(V_l)$ (respectively, $\End_{B \otimes_{\mathbb{Q}} \mathbb{Q}[\pi_A]}(H_l)$). Therefore $\Psi(\mathbb{Q})$ is nonempty. Pick $\psi \in \Psi(\mathbb{Q})$. Then the restriction of $\psi$ to $I_0 \subset M_0^\times$ is the desired inner twisting $\psi : I_0 \to I$.

The inner twistings $\psi \in \Psi(\mathbb{Q})$ allow us to identify the $\mathbb{I}$-modules $Z((\mathbb{I}))$ and $Z(\mathbb{I})$. We are going to generalize the construction of $\alpha(\gamma_0; \gamma, \delta)$ by constructing an element $\alpha(\gamma_0; A, \lambda, i) \in X^*(Z(\mathbb{I}))$. As usual we first define, for each place $v$ of $\mathbb{Q}$, an element $\alpha_v \in X^*(Z(\mathbb{I}_v)^{\Gamma(v)})$, and then we define $\alpha(\gamma_0; A, \lambda, i)$ to be the product over all places of $\mathbb{Q}$ of the restrictions of $\alpha_v$ to $Z(\mathbb{I}_v)^{\Gamma(v)} \subset Z(\mathbb{I}_v)^{\Gamma(v)}$.

First consider a prime $l$ different from $p$. The difference between the skew-Hermitian $B \otimes_{\mathbb{Q}} \mathbb{Q}[\pi_A]$-modules $H_l$ and $V_l$ is measured by an element of $H^1(\mathbb{Q}_l, \mathbb{I})$ (since $(\mathbb{I})_{\mathbb{Q}_l} = \Aut(V_l)$); we define $\alpha_l$ to be the image of this element of $H^1(\mathbb{Q}_l, \mathbb{I})$ under the map $H^1(\mathbb{Q}_l, \mathbb{I}) \to \pi_0(\mathbb{I})^\Gamma \subset X^*(Z(\mathbb{I}))$. Next consider the prime $p$. As usual $A$ gives rise to an isocrystal $(H, \Phi)$ over $L$. Our hypothesis that for $l \neq p$ the $B \otimes_{\mathbb{Q}} \mathbb{Q}[\pi_A]$-modules $V_l$ and $H_l$ be isomorphic implies that the $B \otimes_{\mathbb{Q}} \mathbb{Q}[\pi_A]$-modules $V_L$ and $H_L$ are isomorphic (with $\pi_A$ acting on $V_L$ by $\gamma_0^{-1}$, as usual). Since $H^1(L, (\mathbb{I})_L)$ is trivial by Steinberg's vanishing theorem, $V_L$ and $H_L$ are isomorphic as skew-Hermitian $B \otimes_{\mathbb{Q}} \mathbb{Q}[\pi_A]$-modules; choose such an isomorphism $V_L \simeq H_L$ and use it to transport $\Phi$ over to a $\sigma$-linear bijection from $V_L$ to itself, which we then write as $b\sigma$ for $b \in G(L)$. Since $b\sigma$ centralizes $\gamma_0$, or in other words, that $b \in \mathbb{I}_0(L)$. Changing the choice of isomorphism $V_L \simeq H_L$ replaces $b$ by a $\sigma$-conjugate in $I_0(L)$, so that $b$ is well defined as an element of $B((\mathbb{I}_0))$. We define $\alpha_p$ to be the image of this element of $B((\mathbb{I}_0))$ under the map $B((\mathbb{I}_0)) \to X^*(Z(\mathbb{I}))$.

Finally consider the place $\infty$ of $\mathbb{Q}$. We have the $*$-homomorphism $h : \mathbb{C} \to C_R$ of §5. Choose an elliptic maximal torus $T$ of $G$ containing $\gamma_0$ (and hence contained in $I_0$). Some conjugate $h'$ of $h$ under $G_1(\mathbb{R})$ factors through $T$, and as usual $h'$ gives us $\mu_h' \in X_*(T) = X^*(\widehat{T})$, which we restrict to $Z(\mathbb{I})^{\Gamma(\infty)} \subset \widehat{T}^{\Gamma(\infty)} \subset \widehat{T}$ to get $\alpha_{\infty} \in X^*(Z(\mathbb{I}))$ (see §2 of [K5] for a proof that $\alpha_{\infty}$ is independent of the choices made in its construction).
**Lemma 15.2.** The element $\alpha(\gamma_0; A, \lambda, i)$ is trivial.

Before proving Lemma 15.2 let us check that Lemma 15.2 implies Lemma 15.1. The first point to verify is that the natural map

$$Z(\tilde{I}_0)^\Gamma \to \mathfrak{R}(I_0/\mathbb{Q})$$

is surjective in the situation at hand. In view of the long exact cohomology sequence for the exact sequence

$$1 \to Z(\hat{G}) \to Z(\tilde{I}_0) \to Z(\tilde{I}_0)/Z(\hat{G}) \to 1$$

what we need to check is that

$$\ker^1(\mathbb{Q}, Z(\hat{G})) \to \ker^1(\mathbb{Q}, Z(\tilde{I}_0))$$

is injective. Let $T$ be a maximal torus of $I_0$. Then $Z(\tilde{I}_0) \to \tilde{T}$ and it is enough to check that

$$\ker^1(\mathbb{Q}, Z(\hat{G})) \to \ker^1(\mathbb{Q}, \tilde{T})$$

is injective, or, equivalently, that

$$\ker^1(\mathbb{Q}, \tilde{T})^D \to \ker^1(\mathbb{Q}, Z(\hat{G}))^D$$

is surjective. Recall that the derived group $G_{\text{der}}$ of $G$ is simply connected (we are in Case A or C) and hence that $Z(\hat{G})$ is the complex torus dual to $D := G/G_{\text{der}}$. By Tate-Nakayama duality (see (3.4.5.1) of [K2]) it is equivalent to check that

$$\ker^1(\mathbb{Q}, T) \to \ker^1(\mathbb{Q}, D)$$

is surjective. But from Lemma 4.3.1 of [K2] we know that $\ker^1(\mathbb{Q}, D) = \ker^1(\mathbb{Q}, G)$, and from the discussion in §7 we know that the canonical map $\ker^1(\mathbb{Q}, Z) \to \ker^1(\mathbb{Q}, G)$ is surjective (even bijective) in both Case A and Case C ($Z$ denotes the center of $\hat{G}$); it follows that

$$\ker^1(\mathbb{Q}, T) \to \ker^1(\mathbb{Q}, D)$$

is indeed surjective.

Now suppose that $(A, \lambda, i), (\gamma_0; \gamma, \delta)$, and $\alpha(\gamma_0; \gamma, \delta)$ are as in Lemma 15.1. We use the surjection

$$Z(\tilde{I}_0)^\Gamma \to \mathfrak{R}(I_0/\mathbb{Q})$$

to view $\alpha(\gamma_0; \gamma, \delta)$ as an element of $X^*(Z(\tilde{I}_0)^\Gamma)$. We also have the element $\alpha(\gamma_0; A, \lambda, i) \in X^*(Z(\tilde{I}_0)^\Gamma)$, which Lemma 15.2 states is trivial. Since a glance at the definition of the local factors of $\alpha(\gamma_0; \gamma, \delta)$ and $\alpha(\gamma_0; A, \lambda, i)$ shows that they are the same, we see that $\alpha(\gamma_0; \gamma, \delta)$ is trivial, as desired.

It remains to prove Lemma 15.2. We have seen that $I$ is an inner twist of $I_0$. Choose a maximal torus $T$ of $I$ that is elliptic at the infinite place of $\mathbb{Q}$ as well as all the finite places of $\mathbb{Q}$ at which $I_0$ is not quasi-split. Then $T$ transfers to $I_0$ locally everywhere. Moreover, since $T$ is elliptic at $\infty$, the argument in §14 shows that $T$ transfers to $I_0$ globally.
Let $N$ be the centralizer of $T$ in $M := \text{End}_B(A)$. Recall the following facts from §14. The algebra $N$ is a maximal commutative semisimple subalgebra of $M$. The involution $*$ preserves $N$ (hence is positive on $N$), and $N$ is free of rank 2 over $N := \{x \in N | x^* = x\}$; together these facts imply that $N$ is a CM-algebra. The torus $T$ is equal to $\{x \in N | xx^* \in \mathbb{G}_m\}$.

Since $T$ transfers to $I_0$, the element of $H^1(Q, \text{ad})$ corresponding to the inner twist $I_0$ comes from a 1-cocycle $(t_{I_0})$ of $\Gamma$ in $T_{\text{ad}}(Q)$, where $T_{\text{ad}}$ denotes the image of $T$ in the adjoint group $\text{ad}$ of $I$. The *-algebra $(N, *)$ is obtained from $(M, *)$ by twisting by the 1-cocycle $(t_{I_0})$. This twisting does not affect the subalgebra $N$ of $M$, or, in other words, the subalgebra $N$ transfers to $M_0$ in the sense that we have a *-algebra embedding of $N$ as a maximal commutative semisimple subalgebra of $M_0$, canonical up to “stable conjugacy” (conjugation by an element $x \in I_0(Q)$ such that the composed map

$$N \hookrightarrow M_0 \xrightarrow{\text{Int}(x)} M_0$$

is defined over $Q$).

The map $N \rightarrow M_0$ gives us an embedding $T \rightarrow I_0$. Since $T \rightarrow I_0$ is the restriction to $T$ of the inverse of some $\psi \in \Psi$ (with $\Psi$ as before), it follows that $T \rightarrow I_0$ maps $\pi^{-1}_A$ to $\gamma_0$.

We will now complete the proof of Lemma 15.2 in two steps. The first step will be to construct a character $\alpha'$ on $\hat{T}^\Gamma$ whose restriction to $Z(\hat{I}_0)^\Gamma$ is equal to $\alpha(\gamma_0; A, \lambda, i)$; the second step will be to use Lemma 13.2 to prove that $\alpha'$ is trivial.

The construction of $\alpha'$ exactly parallels the construction of the character $\alpha$ in §13. Using $N \hookrightarrow M_0 \hookrightarrow \text{End}_B(V)$, we regard $V$ as a skew-Hermitian $B \otimes_F N$-module (for the involution $b \otimes n \mapsto b^* \otimes n^*$ on $B \otimes_F N$). Note that $N$ is a maximal semisimple commutative subalgebra of $\text{End}_B(V)$ (since $M_0$ is the centralizer of a semisimple element in $\text{End}_B(V)$) and hence that $\text{End}_{B \otimes_F N}(V) = N$; it follows that $T$ is the group of automorphisms of the skew-Hermitian $B \otimes_F N$-module $V$.

Using $N \hookrightarrow M = \text{End}_B(A)$, we regard $A$ as a $c$-polarized virtual $B \otimes_F N$-abelian variety over $k$. Since $N$ is a maximal commutative subalgebra of $M$, and since $M$ is the centralizer of the semisimple element $\pi_A$ of $\text{End}_B(A)$, it follows that $N$ is also a maximal commutative semisimple subalgebra of $\text{End}_B(A)$ and hence that $\text{End}_{B \otimes_F N}(A) = N$. Therefore the group $T$ is also the group of automorphisms of the $c$-polarized $B \otimes_F N$-abelian variety $A$ up to isogeny.

As usual the character $\alpha' \in X^*(\hat{T}^\Gamma)$ will be defined as the product over all places of $Q$ of the restrictions of characters $\alpha' \in X^*(\hat{T}^\Gamma)$.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
We define $\alpha'_l$ to be the image of this element under the map

$$H^1(\mathbb{Q}_l, T) \to \pi_0(\hat{T}_{T(l)})^D \subset X^*(\hat{T}_{T(l)})$$

For the prime $p$ we have the isocrystal $D$ over $L$ dual to $H^1_{\text{cris}}(A/W(\tilde{k})) \otimes W(\tilde{k}) L$. Moreover, $D$ is a skew-Hermitian $B \otimes_F N$-module over $L$, and the $\sigma$-linear bijection $\Phi$ on $D$ commutes with the action of $B \otimes_F N$ and satisfies the equality $(\Phi v, \Phi w) = p^{-1} \sigma(v, w)$ for all $v, w \in D$. Since $H_l, V_l$ are isomorphic as $B \otimes_F N$-modules over $\mathbb{Q}_l$ (for $l$ different from $p$), it follows that $D$ and $V_L$ are isomorphic as $B \otimes_F N$-modules over $L$, and by Steinberg's vanishing theorem they are even isomorphic as skew-Hermitian $B \otimes_F N$-modules over $L$. Choose such an isomorphism $V_L \simeq D$ and use it to transport $\Phi$ to $V_L$. As usual we write $\Phi = b \sigma$ for $b \in T(L)$; then the image of $b$ in $B(T_{Q_p})$ is well defined. We define $\alpha'_p$ to be the image of this element of $B(T_{Q_p})$ under

$$B(T_{Q_p}) \to X^*(\hat{T}_{T(p)})$$

Finally consider the infinite place $\infty$ of $\mathbb{Q}$. The involution on $B \otimes_F N$ is positive since $B \otimes_F N$ is a direct factor of $B \otimes_{F_0} N$ and $b \otimes n \mapsto b^* \otimes n^*$ is positive on $B \otimes_{F_0} N$ (use Lemma 2.3). Choose a $G_1(\mathbb{R})$-conjugate $h'$ of $h : \mathbb{C} \to C_R$ such that $h' : \mathbb{C}^\times \to G_R$ factors through $T_R$ (note that $T_R$ is elliptic in $G_R$). As usual $h'$ gives us $\mu_{h'} \in X_*(T) = X^*(\hat{T})$, which we restrict to $\hat{T}^{(\infty)}$ to get $\alpha'_\infty \in X^*(\hat{T}^{(\infty)})$. Applying Lemma 4.3 to $B \otimes_F N$ and $V$, we see that $h'$ is unique and hence that $\alpha'_\infty$ is well defined.

To complete the first step we must show that the restriction of $\alpha'$ to $Z(\hat{T}_0)^\Gamma$ is equal to $\alpha(\gamma_0; A, \lambda, i)$. For this it is enough to check that for every place $v$ of $\mathbb{Q}$ the character $\alpha_v$ on $Z(\hat{T}_0)^{\Gamma(v)}$ is the restriction of the character $\alpha'_v$ on $\hat{T}^{\Gamma(v)}$. This local statement is an easy consequence of the definitions of $\alpha_v, \alpha'_v$; for $l \neq p$ use that

$$
\begin{array}{ccc}
H^1(\mathbb{Q}_l, T) & \longrightarrow & H^1(\mathbb{Q}_l, I_0) \\
\downarrow & & \downarrow \\
X^*(\hat{T}_{T(l)}) & \longrightarrow & X^*(Z(I_0)^{\Gamma(l)})
\end{array}
$$

commutes (Theorem 1.2 of [K4]) and for $p$ use the analogous statement about $B(T)$ and $B(I_0)$ (Lemma 6.2 of [K5]).

We are now done with the first step. Recall that the second step is to prove that $\alpha'$ is trivial. If $B = F$ then $B \otimes_F N = N$, and we have only to appeal to Lemma 13.2. If $B \neq F$, we can still reduce to the situation of Lemma 13.2 by using a version of Morita equivalence. Factor the $F$-algebra $N$ as a product $N = N_1 \times \cdots \times N_r$ of field extensions of $F$. Since $N$ is a maximal commutative semisimple subalgebra of $\text{End}_B(V)$, each field $N_i$ splits $\text{End}_B(V)$ (we recalled the proof of this in §14). Of course $\text{End}_B(V)$ is a matrix algebra over $B^{\text{opp}}$, and thus it follows that the central simple $F$-algebra $B$ splits over...
we get an involution of that matrix algebra that induces $d$ each $81' \, , \, \text{and the } i \text{th factor of } X_d(N)$ (take the transpose of the $(d \times d)$-matrix $x$ and then apply $*$ to each of its entries). Since any $N$-algebra automorphism of $M_d(N)$ is inner, there exists $a \in GL_d(N)$ such that $x^* = ax'a^{-1}$ for all $x \in M_d(N)$. Since $*$ is an involution, $a^* = ba$ for some $B \in N^\times$ such that $bb^* = 1$. Since $N$ is free of rank 2 over $N_0 = \{x \in N| x = x^* \}$, Hilbert’s Theorem 90 holds for $N/N_0$, and we may modify $a$ by an element of $N^\times$ so that the new $a$ satisfies $a^* = a$. It is well known that the Hermitian matrix $a$ can be diagonalized by an element of $GL_d(N)$; thus, by changing our choice of isomorphism $B \otimes_F N \simeq M_d(N)$, we may assume that the involution $*$ on $B \otimes_F N$ goes over to an involution $*$ on $M_d(N)$ of the form $x \mapsto ax'a^{-1}$, where $a$ is an invertible diagonal Hermitian matrix.

For $i = 1, \ldots, d$ write $e_i$ for the element of $M_d(N)$ whose entries are all 0 with the exception of the $i$th diagonal entry, which is 1. Then $e_1, \ldots, e_d$ are orthogonal idempotents in $M_d(N)$ with $e_1 + \cdots + e_d = 1$. Moreover, since the matrix $a$ is diagonal, we have $e_i^* = e_i$ for $i = 1, \ldots, d$.

For any abelian category $\mathcal{A}$ the functor $X \mapsto X^d$ is an equivalence of categories from the category of $N$-objects in $\mathcal{A}$ to the category of $M_d(N)$-objects in $\mathcal{A}$, and the $i$th factor of $X$ in $X^d$ is the image of the idempotent endomorphism of $X^d$ given by $e_i \in M_d(N)$. Applying this to the category of abelian varieties over $\bar{k}$ up to isogeny, we write the abelian variety $A$ as $A = A_0^d$ for an abelian $N$-variety $A_0$ over $\bar{k}$ up to isogeny. Applying it to the category of $Q$-vector spaces, we write the $B \otimes_F N$-module $V$ as $V_0^d$ for an $N$-module $V_0$.

Since the idempotents $e_1, \ldots, e_d$ satisfy $e_i^* = e_i$, the skew-Hermitian form $(\cdot, \cdot)$ on $V$ is the direct sum of skew-Hermitian $(\text{for } N)$ forms $(\cdot, \cdot), \ldots, (\cdot, \cdot)_d$ on the $d$ factors $V_0$ of $V$. Moreover $(\cdot, \cdot)_i$ and $(\cdot, \cdot)_1$ are related by $(x, y)_i = (a_i a_i^{-1} x, y)_1$, where $a_i$ denotes the $i$th diagonal entry of $a$. Similarly the polarization $\lambda: A \to \hat{A}$ is the direct product of polarizations $\lambda_1, \ldots, \lambda_d$ on the $d$ factors $A_0$ of $\hat{A}$, and $\lambda_i$ is related to $\lambda_1$ by $\lambda_i = \lambda_1 \circ (a_1 a_1^{-1}) \circ (a_i a_i^{-1})$ (gives an endomorphism of $A_0$); of course each polarization $\lambda_1, \ldots, \lambda_d$ is compatible with the $N$-action on $A_0$.

As we have already seen, the algebras $\text{End}_{B \otimes_F N}(A)$ and $\text{End}_{B \otimes_F N}(V)$ are both equal to $N$. Therefore $\text{End}_N(A_0)$ and $\text{End}_N(V_0)$ are both equal to $N$, which means that $A_0$ has CM by $N$ and that $V_0$ is free of rank 1 over $N$, so that each $(V_0, (\cdot, \cdot)_1)$ is a symplectic space with CM by $N$ over $\mathbb{Q}$ in the sense of §13. Fix a value of $i$, say $i = 1$. Then $(A_0, \lambda_i)$ and $(V_0, (\cdot, \cdot)_1)$ are as in §13, so that the constructions of §13 yield characters $\alpha(v)$ on $\hat{T}^{\Gamma(v)}$ for each place $v$ of $\mathbb{Q}$. The constructions of this section yield characters $\alpha'_v$ on $\hat{T}^{\Gamma(v)}$. It follows easily from the definitions that $\alpha(v) = \alpha'_v$ for all $v$. Therefore
Lemma 13.2 implies that $\alpha'$ is trivial, which completes the proof of Lemma 15.2.

16. COUNTING FIXED POINTS OF $\Phi_p^j \circ f$ WITHIN A SINGLE ISOGENY CLASS

In this section we use the notation of §5, so that in particular $S_{K^p}$ is the moduli scheme over $\mathcal{O}_E \otimes \mathbb{Z}[p]$ obtained from $B, V, (\cdot, \cdot), K^p, h$. Let $p$ be a prime ideal of $\mathcal{O}_E$ lying over $p$, let $k$ be the residue field of $\mathcal{O}_E$ at $p$, and let $\bar{k}$ be an algebraic closure of $k$. In this section we will be interested exclusively in the $k$-scheme obtained from $S_{K^p}$ by extension of scalars to $k$, and we may as well just use $S_{K^p}$ to denote this $k$-scheme. We denote by $\Phi_p$ the Frobenius endomorphism of the $k$-scheme $S_{K^p}$. Fix a positive integer $j$; then we can consider the $j$th power $\Phi_p^j$ of $\Phi_p$. Fix an element $g$ of $G(A_p^p)$ and, as in §6, use it to get a Hecke correspondence

$$S_{K^p} \xleftarrow{a} S_{K^p} \xrightarrow{b} S_{K^p}$$

from $S_{K^p}$ to itself (as before, $K^p := K^p \cap gK^p g^{-1}$); we denote by $f$ this Hecke correspondence. In this section we are going to begin to study the fixed points of the composition $\Phi_p^j \circ f$ of the morphism $\Phi_p^j$ and the correspondence $f$; the composition is the correspondence

$$S \xleftarrow{a} S' \xrightarrow{c} S,$$

where $c = \Phi_p^j \circ b$ and we have written $S$ (respectively, $S'$) for $S_{K^p}$ (respectively, $S_{K^p}$) in order to simplify the notation.

By a fixed point we mean an element of $S'(\bar{k})$ whose images in $S(\bar{k})$ under $a$ and $c$ coincide. Thus a fixed point is a $\bar{k}$-point $(\bar{A}, \lambda, i, \bar{\eta})$ of the moduli problem for $K^p$, having the property that $(\bar{A}, \lambda, i, \bar{\eta})$ be isomorphic to $\sigma^r(\bar{A}, \lambda, i, \eta)$ (as objects of the moduli problem for $K^p$), where $\sigma$ denotes the Frobenius automorphism $x \mapsto x^p$ of $\bar{k}$ and $r$ is the positive integer $j[k : \mathbb{F}_p]$. Here $\sigma^r(\bar{A}, \lambda, i, \eta)$ denotes the object $(\sigma^r(\bar{A}), \sigma^r(\lambda), \sigma^r(i), \sigma^r(\eta))$ over $\bar{k}$ obtained from $(\bar{A}, \lambda, i, \eta)$ by extension of scalars for $\sigma^r : \bar{k} \rightarrow \bar{k}$. In other words a $\bar{k}$-point $(\bar{A}, \lambda, i, \eta)$ of $S'$ is a fixed point if and only if there is a prime-to-$p$ isogeny $u : \sigma^r(\bar{A}) \rightarrow \bar{A}$, commuting with the action of $\mathcal{O}_B$, carrying $\sigma^r(\eta)$ into $\bar{\eta} g$ (as level structures of type $K^p$), and carrying $\sigma^r(\lambda)$ into a scalar multiple of $\lambda$ (a scalar in $\mathbb{Z}_{(p)}^\times$). Since we have assumed that $K^p$ is small enough that our objects have no automorphisms, the isogeny $u$ is unique. The pair $A := (\bar{A}, u)$ is a virtual abelian variety over $\bar{k}$, up to prime-to-$p$ isogeny, in the sense of §10. Moreover, the image of the homomorphism $i : \mathcal{O}_B \rightarrow \text{End}(A)$ is contained in the subring $\text{End}(A)$ of $\text{End}(\bar{A})$, and there is a scalar $c_0 \in \mathbb{Z}_{(p)}^\times$ such that $u^* \lambda = c_0 \sigma^r(\lambda)$, which means that $\lambda$ is a $c$-polarization of $A$ (in the sense of §10) with $c := p^r c_0$. The condition that
u carry $\sigma'(\eta)$ into $\bar{\eta}g$ is equivalent to the condition that $\eta g = \pi \eta$ (modulo $K^p$).

Thus we can associate to any fixed point $(\tilde{A}, \lambda, i, \eta)$ a c-polarized virtual $B$-abelian variety $(A, \lambda, i)$ over $k$, up to prime-to-$p$ isogeny. Our next goal is to show that $(A, \lambda, i)$ satisfies the three conditions of §14. The first condition is an immediate consequence of the existence of a level structure on $\tilde{A}$. In particular the $B$-module $H_l(\tilde{A}, \mathbb{Q}_l)$ is isomorphic to $V_l$ for any $l$ different from $p$. Since the character of the $B$-module $H_l(\tilde{A}, \mathbb{Q}_l)$, we conclude that $H$ is isomorphic as $B$-module to $V \otimes \mathbb{Q}_L$. Moreover, since the lattice $A \subset H$ of §10 is preserved by $\mathcal{O}_B$ and is self-dual under the alternating form on $H$, Lemma 7.2 implies (see Remark 7.5) that the skew-Hermitian $B$-module $H$ over $L$, isomorphic to $V \otimes \mathbb{Q}_L$; this verifies the second condition of §14.

The third condition is harder to verify. It comes from the determinant condition on $(\tilde{A}, i)$. As in §14 we choose an isomorphism $H \simeq V \otimes \mathbb{Q}_L$ of skew-Hermitian spaces over $L$, and use it to get $\delta \in G(L)$. In order to verify the third condition we need to understand the relative position of the lattices $A$ and $\Phi(A)$ (now regarded as $\mathcal{O}_B$-lattices in $V \otimes \mathbb{Q}_L$). The lattice $A$ is self-dual and $\Phi(A)$ is self-dual up to a scalar in $L^\times$. Recall that in §5 we chose a self-dual $\mathcal{O}_B$-lattice $\Lambda_0$ in $V \otimes \mathbb{Q}_p$. We also write $\Lambda_0$ for the $\mathcal{O}_B$-lattice in $V \otimes \mathbb{Q}_L$ obtained from $\Lambda_0$ by extension of scalars from $\mathbb{Z}_p$ to the valuation ring of $L$. The stabilizer $K$ (respectively, $K_r$) of $\Lambda_0$ in $G(\mathbb{Q}_p)$ (respectively, $G(L)$) is a hyperspecial maximal compact subgroup of $G(\mathbb{Q}_p)$ (respectively, $G(L)$) (this uses the hypotheses of §5). By Corollary 7.3 (see Remark 7.5) there exists $x \in G(L)$ such that $\Lambda = x\Lambda_0$. Then $\Phi(A) = \delta \sigma(x)\Lambda_0$, and the relative position of $\Phi(A)$ and $A$ is measured by the double coset $K_r x^{-1} \delta \sigma(x) K_r$ of $K_r$ in $G(L)$.

On the other hand the procedure of §3 in [K5] gives us a canonical double coset of $K_r$ in $G(L)$, constructed as follows. The homomorphism $h : \mathbb{C}^\times \rightarrow G_\mathbb{R}$ of §§4 and 5 gives us a homomorphism $\mu_h : \mathbb{G}_m \rightarrow G_\mathbb{C}$ (see Lemma 4.1). The $G(\mathbb{C})$-conjugacy class of $\mu_h$ gives us a $G(\mathbb{Q}_p)$-conjugacy class of homomorphisms $\mu : \mathbb{G}_m \rightarrow G_{\mathbb{Q}_p}$ fixed by $\text{Gal}(\mathbb{Q}_p/E_p)$ and hence by its subgroup $\text{Gal}(\mathbb{Q}_p/L_r)$ ($L_r$ is the unramified extension of $E_p$ corresponding to the extension $k_r/k$ of residue fields). Choose a maximal $\mathcal{O}_L$-split torus $S$ in $G$ over $\mathcal{O}_L$. Then $S$ is also a maximal $L_r$-split torus in $G$ over $L_r$, and by Lemma (1.1.3) of [K1] we can choose $\mu$ so that it factors through $S$. Put $a = \mu(p^{-1})$, an element of $S(L_r)$; then the double coset $K_r a K_r$ is the canonical one mentioned above.

We need a more concrete description of $K_r a K_r$. As in §7 we write $H$ for the algebraic group $C^\times$ and $i : G \rightarrow H$ for the canonical inclusion. By Lemma 7.4 it is enough to describe the double coset $K_H i(a) K_H$ in $H(L_r)$, where $K_H$ denotes the stabilizer of $\Lambda_0$ in $H(L_r)$. When we introduced the determinant condition in §5 we used $h$ to decompose the $B_\mathbb{C}$-module $V_\mathbb{C}$ as $V_1 \oplus V_2$; clearly $\mu_h : \mathbb{G}_m \rightarrow G$ makes $t \in \mathbb{G}_m$ act on $V_1$ by $t$ and on $V_2$ by $1$. Since the
isomorphism class of $V_r$ is defined over $E$, and since $B$ splits over every $p$-adic place of $F$, the representation $V_1$ of $B$ can be realized over $E_p$ and hence over $L_r$. Since the $p$-adic completion of $\mathcal{O}_B$ is a maximal order, we can decompose the $\mathcal{O}_B \otimes_{\mathbb{Z}_p} \mathcal{O}_{L_r}$-module $\Lambda_0$ as $\Lambda_1 \oplus \Lambda_2$ in such a way that $\Lambda_1$ satisfies the determinant condition of §5 (in other words,

$$\det(X_1\alpha_1 + \cdots + X_t\alpha_t; \Lambda_1) = f(X_1, \ldots, X_t),$$

with notation as in §5). Then the composition of $\mu : \mathbb{G}_m \to G_{L_r}$ with the inclusion $G \subset H$ is conjugate to the homomorphism $\mathbb{G}_m \to H_{L_r}$ that makes $t \in \mathbb{G}_m$ act by $t$ on $\Lambda_1 \otimes L_r$ and by 1 on $\Lambda_2 \otimes L_r$. Let $h \in H(L_{r, \infty})$. Then the discussion above shows that $h \in K_H x^{-1}\sigma(x)K_r$ if and only if $\phi^{-1}\Lambda_0 \supset h\Lambda_0 \supset \Lambda_0$ and the representation of $\mathcal{O}_B$ on the $k_r$-module $h\Lambda_0/\Lambda_0$ satisfies the determinant condition (of course we must use the usual description of double cosets for maximal compact subgroups of general linear groups over $p$-adic fields).

Recall that we are assuming that $(\phi, i)$ satisfies the determinant condition. Since $\sigma(\text{Lie}(\tilde{A}))$ is canonically isomorphic to $\Phi(\Lambda)/\Lambda$, we conclude that the double cosets $K_r x^{-1}\delta\sigma(x)K_r$ and $K_r a K_r$ are related by $K_r x^{-1}\delta\sigma(x)K_r = K_r \sigma(a)K_r$. We will use this relation again later in this section. We use it now to finish the verification that $\delta$ satisfies the third condition of §14. Let $D$ denote the unramified $\mathbb{Q}_p$-torus $G/G_{\text{der}}$ ($G_{\text{der}}$ is the derived group of $G$); then $Z(\tilde{G} = \tilde{D}$ and what we must show is that the image of $\delta$ in $D(L_{r, \infty}) \subset D(L)$ is $\sigma$-conjugate in $D(L)$ to $\mu_1(p)^{-1}$, where $\mu_1$ is the composition of $\mu$ and $G \to D$. Since $\sigma(a)$ is $\sigma$-conjugate to $a$ and every element of $D(\mathcal{O}_{L_{r, \infty}})$ is $\sigma$-conjugate to the identity (see [K3]), the relation $x^{-1}\delta\sigma(x) \in K_r \sigma(a)K_r$ shows that the image of $\delta$ in $D(L)$ is $\sigma$-conjugate to $\mu_1(p)^{-1}$, as we wanted to show.

Now fix a $c$-polarized virtual $B$-abelian variety $(A_0, \lambda_0, i_0)$ over $k_r$ up to isogeny, satisfying the three conditions of §14. Our goal in this section is to count the number of fixed points $(A, \lambda, i, \eta)$ of our correspondence for which $(A, \lambda, i)$ is isogenous to $(A_0, \lambda_0, i_0)$, in the sense that there exists a $\mathbb{Q}$-isogeny $\phi : A \to A_0$ compatible with the $B$-actions and polarizations (up to $\mathbb{Q}_p^\times$).

As in §14 we write $M$ for $\text{End}_B(A_0)$ and $I$ for the $\mathbb{Q}$-group $\{x \in M| xx^* \in \mathbb{G}_m\}$ (the group of isogenies from $(A_0, \lambda_0, i_0)$ to itself). The set of fixed points for which $(A, \lambda, i)$ is isogenous to $(A_0, \lambda_0, i_0)$ is equal to the quotient $I(\mathbb{Q}) \backslash Y$, where $Y$ is the set of such fixed points together with an isogeny $\phi : A \to A_0$ as above. The category of pairs $(A, \phi)$ (with $A$ a virtual abelian variety over $k_r$ up to prime-to-$p$ isogeny and $\phi$ an isogeny $\phi : A \to A_0$) is equivalent to the category of lattices $\Lambda$ in the $L_r$-isocrystal $H$ obtained from $A$ such that

$$p^{-1}\Lambda \supset \Phi(\Lambda) \supset \Lambda.$$

The lattice $\Lambda$ is self-dual up to a scalar if and only if there exists a scalar such that $\phi^*(\lambda_0)$ is a prime-to-$p$ isogeny from $A$ to $\tilde{A}$, and the lattice $\Lambda$ is preserved by $\mathcal{O}_B$ if and only if the $B$-action on $A$ obtained from $\phi$ comes from an $\mathcal{O}_B$-action on the virtual abelian variety $A$ up to prime-to-$p$ isogeny.
Moreover, assuming $\Lambda$ satisfies all the conditions above, the $B$-abelian variety $\tilde{A}$ over $\tilde{k}$ satisfies the determinant condition if and only if the $\mathcal{O}_B \otimes_{\mathbb{Z}_p} k_r$-module $\sigma^{-1}(\Phi(\Lambda)/\Lambda)$ satisfies the determinant condition.

As in §14 we fix isomorphisms $H_1(\tilde{A}_0, \mathbb{A}_{f}^p) \simeq V \otimes_{\mathbb{Q}} \mathbb{A}_{f}^p$ and $H_1 \simeq V \otimes_{\mathbb{Q}} L_r$ of skew-Hermitian $B$-modules and use them to get $\gamma \in \tilde{G}(\mathbb{A}_{f}^p)$ and $\delta \in G(L_r)$. As before we have the self-dual $\mathcal{O}_B$-lattice $\Lambda_0$ in $V \otimes_{\mathbb{Q}} \mathbb{Q}_p$ (and $V \otimes_{\mathbb{Q}} L_r$) that we fixed in §5. The discussion earlier in this section together with the discussion above shows that giving $(A, \phi)$ is the same as giving an element $x \in G(L_r)/K_r$ such that $x^{-1}\delta \sigma(x) \in K_r\sigma(a)K_r$.

Since we have fixed the isomorphism $H_1(\tilde{A}_0, \mathbb{A}_{f}^p) \simeq V \otimes_{\mathbb{Q}} \mathbb{A}_{f}^p$, giving a level structure of type $K^p$ on $\tilde{A}_0$ is the same as giving an element $y \in G(\mathbb{A}_{f}^p)/K^p$, and it is also the same as giving a level structure $\eta$ on $\tilde{A}$ if we have a given $\phi : A \to A_0$. The condition $\eta g = \pi_A^t \eta$ (modulo $K^p$) becomes the condition $yg = \gamma^{-1}y$ (modulo $K^p$), or, equivalently, $y^{-1}\gamma y \in K^p g^{-1}$. We conclude that there is a bijection from the set of fixed points $(\tilde{A}, \lambda, i, \eta)$ with $(A, \lambda, i)$ isogenous to $(A_0, \lambda_0, i_0)$ to the quotient set $I(\mathbb{Q}) \backslash (Y^p \times Y_p)$, where

$$Y^p = \{y \in G(\mathbb{A}_{f}^p)/K^p | y^{-1} \gamma y \in K^p g^{-1}\},$$

$$Y_p = \{x \in G(L_r)/K_r | x^{-1} \delta \sigma(x) \in K_r \sigma(a)K_r\}.$$

It follows that the cardinality of this set is the integral

$$\int_{I(\mathbb{Q}) \backslash (G(\mathbb{A}_{f}^p) \times G(L_r))} \int_{G(\mathbb{A}_{f}^p)} \int_{G(L_r)} f^p(y^{-1} \gamma y) \tilde{\phi}_r(x^{-1} \delta \sigma(x)),$$

where $f^p$ is the characteristic function of $K^p g^{-1}$ and $\tilde{\phi}_r$ is the characteristic function of the double coset $K_r \sigma(a)K_r$; we use the Haar measure on $I(\mathbb{Q})$ giving points measure 1, the Haar measure on $G(\mathbb{A}_{f}^p)$ giving $K^p$ measure 1, and the Haar measure on $G(L_r)$ giving $K_r$ measure 1. It follows from Lemma 10.7 that $I(\mathbb{A}_{f}^p)$ is the centralizer of $\gamma$ in $G(\mathbb{A}_{f}^p)$, and from Lemma 10.8 that $I(\mathbb{Q}_p) = G_{\delta \sigma}(\mathbb{Q}_p)$, the twisted centralizer of $\delta$ in $G(L_r)$. Therefore the integral above is equal to

$$\text{vol}(I(\mathbb{Q}) \backslash I(\mathbb{A}_{f}^p)) O_{\gamma}(f^p) T O_{\delta}(\tilde{\phi}_r),$$

where

$$O_{\gamma}(f^p) = \int_{I(\mathbb{A}_{f}^p) \backslash G(\mathbb{A}_{f}^p)} f^p(y^{-1} \gamma y),$$

$$T O_{\delta}(\tilde{\phi}_r) = \int_{I(\mathbb{Q}_p) \backslash G(L_r)} \tilde{\phi}_r(x^{-1} \delta \sigma(x)).$$

It is easy to check that $O_{\gamma}(f^p) = O_{\gamma}(f^p)$, where $f^p$ is the characteristic function of $K^p g^{-1} K^p$ and the orbital integral $O_{\gamma}(f^p)$ is taken with respect to the Haar measure on $G(\mathbb{A}_{f}^p)$ giving $K^p$ measure 1 (but still using the other Haar measure to define $O_{\gamma}(f^p)$). Moreover, replacing $x$ by $\sigma(x)$ in the integral defining $T O_{\delta}(\tilde{\phi}_r)$ shows that $T O_{\delta}(\tilde{\phi}_r) = T O_{\sigma^{-1}(\delta)}(\phi_r), \sigma(x)$.
where \( \phi_r \) is the characteristic function of \( K, a K_r \). But since \( \sigma^{-1}(\delta) \) is \( \sigma \)-conjugate to \( \delta \) (in fact, \( \sigma^{-1}(\delta) = c \delta \sigma(c)^{-1} \) for \( c = \sigma^{-1}(\delta) \)), we also have that \( TO_{\sigma^{-1}(\delta)}(\phi_r) = TO_\delta(\phi_r) \). The conclusion is that the number of fixed points \((\tilde{A}, \lambda, i, \tilde{\eta})\) for which \((A, \lambda, i)\) is isogenous to \((A_0, \lambda_0, i_0)\) is equal to

\[
\text{vol}(I(\mathbb{Q}) \backslash J(A_f))O_\gamma(f^\gamma)TO_\delta(\phi_r),
\]

where \( f^\gamma \) is the characteristic function of \( K^\gamma g^{-1} K^\gamma, \phi_r \) is the characteristic function of \( K, a K_r \), and where the Haar measure on \( G(A^p_r) \) (respectively, \( G(L_r) \)) used to define the orbital integral (respectively, the twisted orbital integral) is the one giving measure 1 to \( K^\gamma \) (respectively, \( K_r \)).

Recall from §6 the smooth \( \lambda \)-adic sheaf \( \mathcal{F}_{K^\gamma} \) on \( S_{K^\gamma} \) obtained from a finite-dimensional representation \( \xi \) of \( G \). As above we write \( S \) (respectively, \( S' \)) for \( S_{K^\gamma} \) (respectively, \( S_{K^\gamma}^t \)). Suppose that \( x' \in S'(\tilde{k}) \) is a fixed point of the correspondence

\[
S \hookrightarrow S',
\]

considered above, and let \( x \in S(\tilde{k}) \) denote the common image of \( x' \) under \( a \) and \( c \). Write \( \mathcal{F} \) (respectively, \( \mathcal{F}' \)) for \( \mathcal{F}_{K^\gamma} \) (respectively, \( \mathcal{F}_{K^\gamma}^t \)). Then we have maps

\[
\mathcal{F}_x \overset{\Phi}{\cong} \mathcal{F}_{b(x')} = (b^* \mathcal{F})_{x'} \cong \mathcal{F}'_{x'}, \quad \cong (a^* \mathcal{F})_{x'} = \mathcal{F}_x,
\]

where we have written \( \Phi \) instead of \( \Phi_{b(x')}^j \) and we have put \( g \) above the isomorphism sign as a reminder that the isomorphism between \( a^* \mathcal{F} \) and \( \mathcal{F}' \) depends on \( g \). The composition of these maps (going from left to right) gives us an automorphism \( \beta \) of the stalk \( \mathcal{F}_x \). For use in §19 we will now calculate the trace of this automorphism.

The system of sheaves \( \mathcal{F}_{K^\gamma} \) arises from the right action of \( G(A^p_r) \) on the system of spaces \( S_{K^\gamma} \) and a continuous representation \( \rho \) of \( G(A^p_r) \) on a finite-dimensional \( \lambda \)-adic vector space \( W \). The action of \( \Phi \) on this system of spaces gives rise to the usual isomorphism \( \Phi: \Phi^*(\mathcal{F}_{K^\gamma}) \to \mathcal{F}_{K^\gamma} \). An easy exercise in using the definition of the sheaves \( \mathcal{F}_{K^\gamma} \) shows that if we pick a point \( \tilde{x} \) of \( \varinjlim S_{K^\gamma}(\tilde{k}) \) lying over \( x' \), so that \( \tilde{x}g \) is a point of \( \varinjlim S_{K^\gamma}(\tilde{k}) \) lying over \( x \), then the automorphism \( \beta: \mathcal{F}_x \to \mathcal{F}_x \) is equal to \( \rho(k^{-1}g^{-1}) \), where \( k \in K^\gamma \) is defined by the equality \( \Phi(\tilde{x}) = \tilde{x}gk \) and we have used \( \tilde{x}gk \) to identify \( \mathcal{F}_x \) with \( W \).

We need to relate \( k^{-1}g^{-1} \) to something more familiar. Suppose that the fixed point \( x' \) is given by \((\tilde{A}, \lambda, i, \tilde{\eta})\). Choosing \( \tilde{x} \) is the same as choosing \( \eta: V_{A^p_r} \to H_1(\tilde{A}, A^p_r) \) in the class \( \tilde{\eta} \). As before we let \( u: \sigma'(\tilde{A}) \to \tilde{A} \) denote the unique prime-to-\( p \) isogeny commuting with the action of \( \sigma_B \), carrying \( \sigma'(\tilde{\eta}) \) into \( \eta\tilde{g} \) (as level structures of type \( K^\gamma \)), and carrying \( \lambda \) into a scalar multiple \( c_0 \) of \( \sigma'(\lambda) \), so that \( A = (\tilde{A}, u) \) is a \( c \)-polarized virtual \( B \)-abelian variety over \( k_r \) for \( c = p'c_0 \). Then \( \sigma'(\tilde{A}, \lambda, i, \eta) \) is isomorphic to \((\tilde{A}, \lambda, i, \pi_A \eta)\), and therefore \( \sigma'(\tilde{x}) = \tilde{x}gk \) where \( k \in K^\gamma \) is defined so that \( \pi_A \eta = \eta gk \). Since
\[ \eta^{-1} \pi_A^{-1} \eta \] can serve as the usual element \( \gamma \in G(\mathbb{A}_f^p) \) determined by \( A \), we see that \( k^{-1} g^{-1} = \gamma \).

We have now shown that the trace of the automorphism \( \beta \) induced by our correspondence at a fixed point \( x' \) is equal to \( \text{tr} \rho(\gamma) \), where \( \gamma \in G(\mathbb{A}_f^p) \) is the element associated to the \( c \)-polarized virtual \( B \)-abelian variety \( A \) obtained from \( x' \) (\( \gamma \) is well defined up to conjugacy, so that the trace is well defined).

In addition to \( \gamma \) we also have the element \( \gamma_0 \in G(\mathbb{Q}) \) associated to \( A \), well defined up to conjugacy in \( G(\mathbb{Q}) \). Our representation \( \rho \) of \( G(\mathbb{A}_f^p) \) is given by projecting \( G(\mathbb{A}_f^p) \) on \( G(\mathbb{Q}) \) (\( \mathfrak{l} \) is the rational prime below the prime \( \lambda \) of the number field \( L \)) and using the representation \( \xi \) of \( G \) on a finite-dimensional \( L \)-vector space to get a finite-dimensional representation of \( G(\mathbb{Q}) \) on a finite-dimensional \( L \)-vector space. Therefore, since \( \gamma_0 \) and the \( l \)-adic component of \( \gamma \) are conjugate in \( G(\mathbb{Q}) \), the trace \( \text{tr} \rho(\gamma) \) is also equal to \( \text{tr} \xi(\gamma_0) \).

17. \( \mathbb{Q} \)-ISOGENY CLASSES WITHIN A \( \mathbb{Q} \)-ISOGENY CLASS

Let \((A, \lambda, i)\) be a \( c \)-polarized virtual \( B \)-abelian variety over \( k_r \) up to isogeny. Let \((A', i')\) be a virtual \( B \)-abelian variety over \( k_r \) up to isogeny, and let \( \lambda': A' \to \tilde{A} \) be a symmetric isogeny commuting with \( B \). We refer to \((A', \lambda', i')\) as a symmetrized virtual \( B \)-abelian variety over \( k_r \) up to isogeny.

Suppose that \((A', \lambda', i')\) is \( \mathbb{Q} \)-isogenous to \((A, \lambda, i)\) in the sense that there exists a \( \mathbb{Q} \)-isogeny \( f: A \to A' \) commuting with \( B \) such that \( f^*(\lambda') = d\lambda \) for some \( d \in \mathbb{Q}^\times \). As in §14 we write \( M \) for \( \text{End}_B(A) \) and \( I \) for the \( \mathbb{Q} \)-group of automorphisms of \((A, \lambda, i)\). Then \( \tau \mapsto f^{-1} \circ f(\tau) \) \((\tau \in \Gamma)\) is a 1-cocycle of \( \Gamma = \text{Gal}(\mathbb{Q}/\mathbb{Q}) \) in \( I(\mathbb{Q}) \).

**Lemma 17.1.** This construction sets up a bijection from the set of \( \mathbb{Q} \)-isogeny classes of triples \((A', \lambda', i')\) that are \( \mathbb{Q} \)-isogenous to \((A, \lambda, i)\) to the set \( H^1(\mathbb{Q}, I) \). Moreover, there exists \( d \in \mathbb{Q}^\times \) such that \( d\lambda' \) is a polarization if and only if the corresponding element of \( H^1(\mathbb{Q}, I) \) has trivial image in \( H^1(\mathbb{R}, I) \), in which case \( d\lambda' \) is necessarily a \( c \)-polarization.

It is immediate that the map is well defined and injective. To show surjectivity we start with a 1-cocycle \( a_\tau \) of \( \Gamma \) in \( I(\mathbb{Q}) \). Since \( H^1(\mathbb{Q}, M^\times) \) is trivial (we regard \( M^\times \) as a \( \mathbb{Q} \)-group in the usual way), we see that there exists \( x \in (M \otimes_{\mathbb{Q}} \mathbb{Q})^\times \) such that \( a_\tau = x\tau(x)^{-1} \) for all \( \tau \in \Gamma \). Put \( \lambda' := \tilde{x}\lambda x \in \text{Hom}_B(A, A) \otimes_{\mathbb{Q}} \mathbb{Q} \). Then \( \lambda' \) is symmetric and is defined over \( \mathbb{Q} \) up to scalars in \( \mathbb{Q}^\times \); from the vanishing of \( H^1(\mathbb{Q}, G_m) \) we conclude that there exists a scalar (in \( \mathbb{Q}^\times \)) multiple \( \lambda'' \) of \( \lambda' \) such that \( \lambda'' \in \text{Hom}_B(A, \tilde{A}) \). Then \((A, \lambda'', i)\) is a symmetrized virtual \( B \)-abelian variety over \( k_r \) and by construction \((A, \lambda'', i)\) is \( \mathbb{Q} \)-isogenous to \((A, \lambda, i)\) with associated 1-cocycle \( a_\tau \) (use \( x^{-1} \) as the \( \mathbb{Q} \)-isogeny from \((A, \lambda, i)\) to \((A, \lambda'', i)\)). This proves the first statement of the lemma.

For the second statement of the lemma we need to show that a symmetrization \( \lambda'' \in \text{Hom}_B(A, \tilde{A}) \) is a scalar multiple of a polarization if and only if
(A, λ'', i) is R-isogenous to (A, λ, i). Put λ'' = λy for y ∈ (M ⊗ Q R)sym and let d ∈ Qx. By Lemma 9.1 dλ'' is a polarization if and only if dy ∈ (End(A) ⊗ Q R)+. By Lemma 2.9 this happens if and only if dy ∈ (M ⊗ Q R)+, which by Lemma 2.8 happens if and only if dy is of the form x*x for some x ∈ (M ⊗ Q R)x. But dy = x*x is equivalent to x: A → A being an R-isogeny from (A, λ'', i) to (A, λ, i) such that X*(A) = dλ''.

It remains to see that if λ'' is a polarization, then it is necessarily a c-polarization. This is clear since the Rosati involution for λ'' differs from the Rosati involution for λ by an inner automorphism of M and πA belongs to the center of M, so that πAπA* is the same for λ'' as it is for λ. This concludes the proof of Lemma 17.1.

Let (A', λ', i') be a symmetrized virtual B-abelian variety over kr up to isogeny, and assume that it is Q-isogenous to (A, λ, i), so that (A', λ', i') corresponds to some element α of H1(Q, I). For l different from p write Hl (respectively, Hl') for the skew-Hermitian B ⊗Q Q[πA]-module H1(A, Qi) (respectively, H1(A', Qi)) over Qi. By Lemma 10.7 IQi is the group of automorphisms of the skew-Hermitian B ⊗Q Q[πA]-module Hl. It is clear that Hl and Hl' become isomorphic over Qi and that the difference between Hl' and Hl is measured by the element of H1(Qi, I) obtained as the image of α under

\[ H1(Q, I) → H1(Qi, I). \]

Similarly, write (H, Φ) (respectively, (H', Φ')) for the skew-Hermitian isocrystal over Lr, obtained from (A, λ, i) (respectively, (A', λ', i')). Then by Lemma 10.8 IQ, is the group of automorphisms of the skew-Hermitian isocrystal (H, Φ). It is clear that (H ⊗Q Qp, Φ ⊗ id) and (H' ⊗Q Qp, Φ' ⊗ id) are isomorphic as skew-Hermitian isocrystals over Lr ⊗Q Qp (we leave it to the reader to give a meaning—the obvious one—to this term), and that the difference between (H, Φ) and (H', Φ') is measured by the element of H1(Qp, I) obtained as the image of α under

\[ H1(Q, I) → H1(Qp, I). \]

Lemma 17.2. Let (A, λ, i), (A', λ', i') be two c-polarized virtual B-abelian varieties over kr up to isogeny, and suppose that they both satisfy the three conditions of §14, so that we obtain triples (γ0; γ, δ), (γ0'; γ', δ') from (A, λ, i), (A', λ', i') respectively. Then the triples (γ0; γ, δ) and (γ0'; γ', δ') are equivalent (that is, γ0, γ0' are stably conjugate; γ, γ' are conjugate; δ, δ' are σ-conjugate) if and only if (A', λ', i') is Q-isogenous to (A, λ, i) and the element α ∈ H1(Q, I) measuring their difference lies in ker1(Q, I).

Assume that (A', λ', i') is Q-isogenous to (A, λ, i) and that α lies in ker1(Q, I). The previous discussion shows that Hi, Hi' are isomorphic as skew-Hermitian B ⊗Q Q[πA]-modules over Qi. Since Hi (respectively, Hi')
is isomorphic to \( l' \) with \( n \) acting by the \( l \)-adic component of \( \gamma \) (respectively, \( \gamma' \)), we see that \( \gamma, \gamma' \) are conjugate in \( G(A'_p) \). Similarly, the previous discussion shows that \((H, \Phi)\) and \((H', \Phi')\) are isomorphic as skew-Hermitian isocrystals, and therefore \( \delta, \delta' \) are \( \sigma \)-conjugate in \( G(L) \).

Conversely, suppose that \((\gamma_0; \gamma, \delta)\) and \((\gamma'_0; \gamma', \delta')\) are equivalent. It is clear that the functor associating to any \( \mathbb{Q} \)-algebra \( R \) the set of \( R \)-isogenies from \((A, \lambda, i)\) to \((A', \lambda', i')\) is representable by a scheme of finite type over \( \mathbb{Q} \) (in fact, by a locally closed subscheme of the affine space \( \text{Hom}_B(A, A') \)). Pick a prime \( l \) different from \( p \). Since \( \gamma_l \) is conjugate to \( \gamma'_l \), Lemma 10.7 implies that this scheme has a \( \mathbb{Q}_l \)-valued point and is therefore nonempty; it then follows that it has a \( \mathbb{Q} \)-valued point, which means that \((A', \lambda', i')\) is \( \mathbb{Q} \)-isogenous to \((A, \lambda, i)\). Let \( \alpha \in H^1(\mathbb{Q}, I) \) be the element measuring the difference between \((A, \lambda, i)\) and \((A', \lambda', i')\). Then the image of \( \alpha \) in \( H^1(\mathbb{R}, I) \) is trivial by Lemma 17.1. Moreover, by our previous discussion the image of \( \alpha \) in \( H^1(\mathbb{Q}_I, I) \) is trivial for all \( l \neq p \) (since \( \gamma, \gamma' \) are conjugate) and the image of \( \alpha \) in \( H^1(\mathbb{Q}_p, I) \) is trivial (since \( \delta, \delta' \) are \( \sigma \)-conjugate). Thus the element \( \alpha \) is locally trivial at all places of \( \mathbb{Q} \).

**18. Image of the map \((A, \lambda, i) \mapsto (\gamma_0; \gamma, \delta)\)**

In this section we will find necessary and sufficient conditions on a triple \((\gamma_0; \gamma, \delta)\) in order that it come from a \( c \)-polarized virtual \( B \)-abelian variety \((A, \lambda, i)\) over \( k_r \) up to isogeny satisfying the three conditions of §14. In order to do this we need to use the characteristic \( F \)-polynomial of Frobenius for virtual \( F \)-abelian varieties (as usual, \( F \) is the center of \( B \)).

Let \( A \) be a virtual \( F \)-abelian variety over \( k_r \) up to isogeny, \( c \)-polarizable as virtual abelian variety for some \( c \), so that \( \pi_A \) is a semisimple element of \( \text{End}_F(A) \). We will now define the characteristic polynomial \( f_A \in F[T] \) of \( A \), a monic polynomial of degree \( 2 \dim(A)/[F: \mathbb{Q}] \). The \( F \)-subalgebra \( F[\pi_A] \) of \( \text{End}_F(A) \) generated by \( \pi_A \) is a product of field extensions of \( F \), say \( F[\pi_A] = F_1 \times \cdots \times F_s \). Let \( l \) be a prime different from \( p \), choose an algebraic closure \( \mathbb{Q}_l \) of \( \mathbb{Q}_l \), and temporarily take \( \mathbb{Q} \) to be the algebraic closure of \( \mathbb{Q} \) in \( \mathbb{Q}_l \). Denote by \( I \) the set of \( \mathbb{Q} \)-algebra homomorphisms \( i: F[\pi_A] \rightarrow \mathbb{Q}_l \). Then \( \text{Gal}(\mathbb{Q}/\mathbb{Q}) \) acts on \( I \), and the orbits of this action correspond bijectively to the \( F \) factors \( F_1, \ldots, F_s \). Let \( m(i) \) denote the multiplicity of the character \( i \) of \( F[\pi_A] \) in the representation of \( F[\pi_A] \) on the \( \mathbb{Q}_l \)-vector space \( H_i \otimes_{\mathbb{Q}_l} \mathbb{Q}_l \), where \( H_i := H_i(\mathbb{Q}, \mathbb{Q}_l) \), as usual.

Since the character of this representation of \( F[\pi_A] \) has rational values, the multiplicity \( m(i) \) depends only on the orbit of \( i \) under \( \text{Gal}(\mathbb{Q}/\mathbb{Q}) \); for \( j = 1, \ldots, s \) define \( m_i(j) \) to be the common multiplicity of the elements \( i \) in the \( j \)th orbit. Then for all \( \alpha \in F \)

\[
\text{tr}(\alpha; H_i) = \sum_{j=1}^s m_i(j) \text{tr}_{F_j/\mathbb{Q}}(\alpha).
\]

Since the left-hand side of this equation is independent of \( l \), so is the right-
hand side, which means that $m_l(j)$ is independent of $l$, call it $m(j)$. Let $V$ be the $F[\pi_A]$-module $\bigoplus_{j=1}^s F^{m(j)}$. Then we have shown that $H_l$ is isomorphic to $V \otimes_{Q_l} F[\pi_A]$ over $Q_l$. We define $f_A$ to be the characteristic polynomial of the endomorphism $\pi_A$ of the $F$-vector space $V$. Note that $V$ has dimension $2\dim(A)$ over $Q$, hence that $2\dim(A)$ is divisible by $[F : Q]$ and $f_A$ is monic of degree $2\dim(A)/[F : Q]$.

We return to the notation of §14. In §10 we described completely the simple objects in the category $\mathcal{Y}_{r,c,B}$ of $B$-objects in the category of $c$-polarizable virtual abelian varieties $A$ over $k_r$ up to isogeny. We have just seen that $2\dim(A)$ must be divisible by $[F : Q]$ for any such $A$. Fix a positive integer $m$ and consider the problem of determining the isomorphism classes of objects $A$ in $\mathcal{Y}_{r,c,B}$ such that $2\dim(A) = [F : Q]m$. For such an object $A$ the construction above gives us a monic polynomial $f_A \in F[T]$ of degree $m$.

Now let $f \in F[T]$ be monic of degree $m$. From our work in §10 we see that $f$ comes from some $A$ in $\mathcal{Y}_{r,c,B}$ if and only if every root $\alpha$ of $f$ in $F$ is a $c$-number and the multiplicity $m(\alpha)$ of each root $\alpha$ of $f$ is divisible by its multiplicity in the characteristic polynomial $f_\alpha$ of the simple virtual $B$-abelian variety $A_\alpha$ corresponding to $\alpha$.

Define a positive integer $d$ by the condition $d^2 = \dim_F B$. The roots of $f_\alpha$ are the various conjugates of $\alpha$ over $F$, and each has the same multiplicity, namely, $2\dim(A_\alpha)/[F[\alpha] : Q]$, which by Lemma 10.13 is equal to $de$, where $e = (\dim_{F[\alpha]} \text{End}_B(A_\alpha))^{1/2}$. It is well known that $e$ is equal to the order of the class of $\text{End}_B(A_\alpha)$ in the Brauer group of $F[\alpha]$, or, in other words, to the least positive integer $e$ such that $e \cdot \text{inv}_v(\text{End}_B(A_\alpha)) = 0$ for every place $v$ of $F[\alpha]$. Applying Lemma 10.13, we see that $f$ comes from some $A$ in $\mathcal{Y}_{r,c,B}$ if and only if every root $\alpha$ of $f$ in $F$ is a $c$-number and the multiplicity $m(\alpha)$ of each root $\alpha$ of $f$ has the property that it is divisible by $d$ and for every place $v$ of $F[\alpha]$ the element

\[
\begin{cases}
\frac{1}{2} - \text{inv}_v(B \otimes_F F[\alpha]) & \text{if } v \text{ is real,} \\
[F[\alpha]_v]_{Q_p} [v(\alpha)/v(p') - \text{inv}_v(B \otimes_F F[\alpha])] & \text{if } v \text{ divides } p, \\
- \text{inv}_v(B \otimes_F F[\alpha]) & \text{otherwise}
\end{cases}
\]

of $Q/Z$ is killed by $m(\alpha)/d$.

We will now use this discussion to determine the image of the map $(A, \lambda, i) \mapsto (\gamma_0^*; \gamma, \delta)$. Let $c$ be a positive rational number of the form $p'c_0$, where $c_0$ is a $p$-adic unit. Suppose that $(A, \lambda, i)$ is a $c$-polarized virtual $B$-abelian variety over $k_r$ up to isogeny satisfying the three conditions of §14. In §14 we associated to $(A, \lambda, i)$ a triple $(\gamma_0^*; \gamma, \delta)$ satisfying the conditions of §2 of [K5]. Now let $(\gamma_0^*; \gamma, \delta)$ be a triple satisfying the conditions of §2 in [K5].

Lemma 18.1. There exists a $c$-polarized virtual $B$-abelian variety $(A, \lambda, i)$ over $k_r$, satisfying the three conditions of §14, such that the triple associated to $(A, \lambda, i)$ is $(\gamma_0^*; \gamma, \delta)$, if and only if the following three conditions hold:

1. $\gamma_0^* = c^{-1}$,
2. $\alpha(\gamma_0^*; \gamma, \delta)$ is trivial.
(3) there exists a lattice $\Lambda$ in $V_{L_r}$ such that $(\delta \sigma)(\Lambda) \supseteq \Lambda$.

First we show that if $(\gamma_0' : \gamma, \delta)$ comes from $(A, \lambda, i)$, then it satisfies (1), (2), and (3). In fact, (1) is obvious and Lemma 15.1 asserts that (2) holds. Since $A$ comes from a virtual abelian variety up to prime-to-$p$ isogeny there is a lattice $\Lambda$ in $H$ such that $\Phi(\Lambda) \supseteq \Lambda$ and the corresponding lattice in $V_{L_r} \simeq H$ satisfies $(\delta \sigma)(\Lambda) \supseteq \Lambda$, which shows that (3) holds as well.

Now suppose that $(\gamma_0' : \gamma, \delta)$ satisfies (1), (2), and (3). Put $\pi := \gamma_0^{-1}$. Then $c = \pi \pi^*$. The endomorphism $\pi$ of the $B$-module $V$ is $F$-linear and hence has a characteristic polynomial $f \in F[T]$, monic of degree $m$, where $m = \dim F V$. Our first goal is to show that there exists an object $A$ of $\mathcal{Y}_{r, c, B}$ whose dimension satisfies $2 \dim(A) = [F : \mathbb{Q}]m$ and whose characteristic polynomial is $f$. As we saw earlier in this section, there are two conditions to check.

The first is that every root of $f$ be a $c$-number. Since $\pi$ is elliptic in $G(\mathbb{R})$, every root of $f$ in $\mathbb{C}$ has the same absolute value, and since $\pi \pi^* = c$, this absolute value must be $c^{1/2}$. The inverse of $N\delta := \delta \sigma(\delta) \cdots \sigma^{-1}(\delta) \in G(L_r)$ satisfies $(N\delta)^{-1}(\Lambda) \subset \Lambda$, where $\Lambda$ is the lattice whose existence is asserted in (3). Since $N\delta$ is conjugate to $\gamma_0$ in $G(L_r)$, it follows that every root of $f$ in $\mathbb{Q}_p$ belongs to the valuation ring of $\mathbb{Q}_p$. Therefore the roots of $f$ are indeed $c$-numbers.

The second condition to check is the one on the multiplicities $m(\alpha)$ of the roots $\alpha$ of $f$. Let $\alpha$ be a root of $f$ in $\mathbb{C}$ of multiplicity $m(\alpha)$. Then $V \otimes F F[\alpha]_v$ is a $B \otimes F F[\alpha]_v$-module admitting the semisimple automorphism $\pi$. By Lemma 3.5 and Corollary 3.4 $m(\alpha)$ is divisible by $d$ and $m(\alpha)/d$ kills the element $-\text{inv}_v(B \otimes F F[\alpha])$ of $\mathbb{Q}/\mathbb{Z}$.

Next consider the case in which $v$ divides $p$. Then $V \otimes F F[\alpha] \otimes Q L_r$ admits the $\sigma$-linear bijection $\Phi := \delta \sigma$, commuting with the action of $B \otimes F F[\alpha]$. We have

$$F[\alpha] \otimes Q L_r = \prod_{v \mid p} F[\alpha]_v \otimes Q_p L_r$$

and a corresponding decomposition

$$V \otimes F F[\alpha] \otimes Q L_r = \bigoplus_{v \mid p} V \otimes F (F[\alpha]_v \otimes Q_p L_r),$$

as well as a direct sum decomposition $\Phi = \bigoplus_{v \mid p} \Phi_v$, where $\Phi_v$ is a $\sigma$-linear bijection on $V \otimes F F[\alpha]_v \otimes Q_p L_r$, commuting with the action of $B \otimes F F[\alpha]_v$.

Since $\pi^{-1}$ is conjugate in $G(L_r)$ to $N\delta$, the number $m(\alpha)$ is equal to the multiplicity of $\alpha^{-1}$ as a root of the characteristic polynomial of the $B \otimes F F[\alpha]_v$-object $V \otimes F (F[\alpha]_v \otimes Q_p L_r)$ in the category of semisimple isocrystals over $L_r$.

It follows from Lemmas 11.5 and 11.6 that $m(\alpha)$ is divisible by $d$ and that $m(\alpha)/d$ kills the element

$$[F[\alpha]_v : Q_p] v(\alpha)/v(p') - \text{inv}_v(B \otimes F F[\alpha])$$

of $\mathbb{Q}/\mathbb{Z}$ (use that $v(\alpha^{-1}) = -v(\alpha)$).
Finally consider the case in which \( v \) is real. We have the standing assumption that we are in Case A or C, and Case A is excluded since \( F \) is then totally complex. In Case C the field \( F \) is totally real and we are assuming that \( F[\alpha] \) is real, which happens if and only if \( \alpha = \pm c^{1/2} \). As usual we denote by \( C \) the algebra \( \text{End}_B(V) \) and we write \( C_v \) for \( C \otimes_F F_v \). In §7 we noted that in Case C the algebra \( C_v \) is isomorphic to \( M_{2n}(\mathbb{R}) \) and that \( G_1(F_v) \) is isomorphic to \( \text{Sp}_{2n}(\mathbb{R}) \). Put \( \pi_1 = -c^{-1/2} \pi_0 \). The multiplicity of \( c^{1/2} \) (respectively, \( -c^{1/2} \)) as a root of \( f \) is equal to \( d \) times the multiplicity of 1 (respectively, \( -1 \)) as an eigenvalue of \( \pi_1 \in \text{Sp}_{2n}(\mathbb{R}) \), and it is easy to see that the multiplicities of 1 and \( -1 \) as eigenvalues of any element of \( \text{Sp}_{2n}(\mathbb{C}) \) are both even. Therefore, when \( v \) is real the number \( m(\alpha)/d \) is even and hence kills the element

\[
\frac{1}{2} - \text{inv}(B \otimes_F F[\alpha]_v)
\]

of \( \mathbb{Q}/\mathbb{Z} \).

At this point we have completed the first step of the argument. We now know that there exists a \( B \)-object \( (A, i) \) in the category of \( c \)-polarizable virtual abelian varieties over \( k_r \) up to isogeny such that the characteristic polynomial of \( (A, i) \) is equal to the characteristic polynomial of \( \gamma_0^{-1} \).

Choose a \( c \)-polarization \( \lambda \) of the \( B \)-abelian variety \( (A, i) \) (for existence use Lemma 9.2, applied to the \( B \otimes_{\mathbb{Q}} \mathbb{Q}[\pi_A] \)-abelian variety \( \tilde{A} \) over \( k \) and the involution obtained as the tensor product of the involution \( * \) on \( B \) and the involution \( \pi_A \mapsto c \pi_A^{-1} \) on \( \mathbb{Q}[\pi_A] \), the latter of which is positive by the proof of Lemma 10.1). We now have a \( c \)-polarized virtual \( B \)-abelian variety \( (A, \lambda, i) \) over \( k_r \) up to isogeny and a semisimple element \( \gamma_0 \in G(\mathbb{Q}) \), elliptic in \( G(\mathbb{R}) \), with \( \gamma_0^{-1} = c^{-1} \), such that for every prime \( \ell \) different from \( p \) the characteristic \( F \)-polynomials of \( \gamma_0^{-1} \) on \( V_f := V \otimes_{\mathbb{Q}_l} \mathbb{Q}_l \) and \( \pi_A \) on \( H_l \) are equal. It follows that the \( B \otimes_{\mathbb{Q}} \mathbb{Q}[T] \)-modules \( V_f \) and \( H_l \) are isomorphic, where \( T \) acts on \( V_f \) by \( \gamma_0^{-1} \) and on \( H_l \) by \( \pi_A \). Therefore we are in the situation of §15 and have the element \( \alpha(\gamma_v; A, \lambda, i) \in X^*(Z(\tilde{I}_0)^\Gamma) \), where \( I_0 = G_{\gamma_0} \), as usual. Lemma 15.2 says that \( \alpha(\gamma_0; A, \lambda, i) \) is trivial. By hypothesis the element \( \alpha(\gamma_0; \gamma, \delta) \in X^*(Z(\tilde{I}_0)^\Gamma) \) is also trivial (recall that in §15 we showed that \( Z(\tilde{I}_0)^\Gamma \) maps onto \( \mathbb{R}(I_0/\mathbb{Q}) \) in Cases A and C, so that we are free to work with \( Z(\tilde{I}_0)^\Gamma \) rather than \( \mathbb{R}(I_0/\mathbb{Q}) \).

The element \( \alpha(\gamma_0; A, \lambda, i) \) (respectively, \( \alpha(\gamma_0; \gamma, \delta) \)) was defined as the product of the restrictions of local elements \( \alpha_v(\gamma_0; A, \lambda, i) \) (respectively, \( \alpha_v(\gamma_0; \gamma, \delta) \)) in \( X^*(Z(\tilde{I}_0)^\Gamma(v)) \). Put \( \mathcal{I} = \text{Aut}(A, \lambda, i) \), an inner form of \( I_0 \). For any place \( v \) of \( \mathbb{Q} \) put \( \beta_v = \alpha_v(\gamma_v; \gamma, \delta) - \alpha_v(\gamma_v; A, \lambda, i) \). It follows immediately from the definitions that \( \beta_{\infty} \) is trivial. For \( I \) different from \( p \) the element \( \beta_I \) is the image under

\[
H^1(\mathbb{Q}_I, I) \rightarrow \pi_0(Z(\tilde{I}_0)^\Gamma(I))^D
\]

of the element of \( H^1(\mathbb{Q}_I, I) \) measuring the difference between the skew-Hermitian \( B \otimes_{\mathbb{Q}} \mathbb{Q}[\pi_A] \)-modules \( H_I \) and \( V_I \) over \( \mathbb{Q}_I \), with \( \pi_A \) acting on \( V_I \).
by the $l$-adic component of $\gamma^{-1} \in G(A_p^0)$ (we used Lemma 10.7 to identify $I_{Q_l}$ with the group of automorphisms of the skew-Hermitian $B \otimes_Q \mathbb{Q}[\pi_A]$-module $H_I$ over $Q_I$). Similarly the element $\beta_p$ is the image under
\[ H^1(Q_p, I) \to \pi_Q(Z(\tilde{I}_0)^{\Gamma(p)})^D \]
of the element of $H^1(Q_p, I)$ that measures the difference between the skew-Hermitian isocrystals $(H, \Phi)$ and $(V_{L_r}, \delta \sigma)$ over $L_r$ (we used Lemma 10.8 to identify $I_{Q_p}$ with the group of automorphisms of the skew-Hermitian isocrystal $(H, \Phi)$).

By Proposition 2.6 of [K4] there exists $\beta \in H^1(Q, I)$ whose image in $H^1(Q_v, I)$ is $\beta_v$ for every place $v$ of $Q$ (since the product over $v$ of the restrictions of $\beta_v$ to $Z(\tilde{I}_0)^\Gamma$ is equal to the difference of $\alpha(\gamma_0; \gamma, \delta)$ and $\alpha(\gamma_0, A, \lambda, i)$ and is therefore trivial). According to Lemma 17.1 there is a $c$-polarized virtual $B$-abelian variety $(A', \lambda', i')$ over $k_r$, $Q$-isogenous to $(A, \lambda, i)$, such that $\beta$ measures the difference between $(A, \lambda, i)$ and $(A', \lambda', i')$. It follows from the discussion above together with the discussion preceding Lemma 17.2 that $H_I'$ is isomorphic to $V_I$ as a skew-Hermitian $B \otimes_Q \mathbb{Q}[\pi_A]$-module and $(H', \Phi')$ is isomorphic to $(V_{L_r}, \delta \sigma)$ as a skew-Hermitian isocrystal over $L_r$, where we are using a “prime” to indicate objects attached to $(A', \lambda', i')$. Clearly $(A', \lambda', i')$ satisfies the three conditions of §14 (recall the condition imposed on $\delta$ in §2 of [K5]) and $(A', \lambda', i') \mapsto (\gamma_0; \gamma, \delta)$ (use Lemma 7.1 to check that $\gamma_0$ is right). This completes the proof of Lemma 18.1.

19. TOTAL NUMBER OF FIXED POINTS

In this section we will combine the results of the previous sections, obtaining an expression for the number of fixed points of the correspondence $\Phi^j_p \circ f$ of §16 and, more generally, for the sum
\[ T(j, f) := \sum_{x' \in \text{Fix}} \text{tr}(\Phi^j_p \circ f; \mathcal{F}_x), \]
where $\text{Fix}$ denotes the set of fixed points of $\Phi^j_p \circ f$. We keep the notation of §§14–18.

In §16 we associated to each $x' \in \text{Fix}$ a positive rational number $c$ of the form $c_0 P^r$, where $c_0$ is a $p$-adic unit, and a $c$-polarized virtual $B$-abelian variety $(A, \lambda, i)$ over $k_r$ up to isogeny, satisfying the three conditions of §14. Therefore $T(j, f)$ can be decomposed as
\[ T(j, f) = \sum_c \sum_{(A, \lambda, i)} T(A, \lambda, i), \]
where $c$ runs through rational numbers of the type mentioned above and $(A, \lambda, i)$ runs through the isogeny classes of $c$-polarized virtual $B$-abelian varieties over $k_r$ satisfying the three conditions of §14 and where
\[ T(A, \lambda, i) = \sum_{x'} \text{tr}(\Phi^j_p \circ f; \mathcal{F}_x) \]
with \(x'\) running through those fixed points to which is associated \((A, \lambda, i)\).

In §14 we associated to each \((A, \lambda, i)\) as above a triple \((\gamma_0; \gamma, \delta)\) satisfying the conditions of §2 of [K5] and having the property that \(\alpha(\gamma_0; \gamma, \delta) = 1\) (Lemma 15.1). In §16 we calculated \(T(A, \lambda, i)\) in terms of \((\gamma_0; \gamma, \delta)\),

\[
T(A, \lambda, i) = \text{vol}(I(\mathbb{Q})\backslash I(A_f))O_f(f^\delta)TO_\delta(\phi_r)\text{tr}_\zeta(\gamma_0).
\]

Recall from the discussion at the end of §14 that \(I\) is the inner form of \(I_0 = G_{\gamma_0}\) constructed from \((\gamma_0; \gamma, \delta)\) in §3 of [K5]. Since the expression in (19.2) depends only on \((\gamma_0; \gamma, \delta)\), we can denote it by \(T(\gamma_0; \gamma, \delta)\). Then

\[
T(j, f) = \sum_{(\gamma_0; \gamma, \delta)} n(\gamma_0; \gamma, \delta)T(\gamma_0; \gamma, \delta),
\]

where the sum is taken over the equivalence classes (see Lemma 17.2) of triples \((\gamma_0; \gamma, \delta)\) satisfying the conditions of §2 of [K5] and having the property that \(\alpha(\gamma_0; \gamma, \delta) = 1\), and where \(n(\gamma_0; \gamma, \delta)\) denotes the number of \(c\)-polarized (for some \(c\)) virtual abelian varieties \((A, \lambda, i)\) satisfying the three conditions of §14 such that \((A, \lambda, i) \leftrightarrow (\gamma_0; \gamma, \delta)\). If \(n(\gamma_0; \gamma, \delta)\) is nonzero, then by Lemma 17.2 it is equal to \(|\ker^1(\mathbb{Q}, I_0)|\), which by (4.2.2) of [K2] is also equal to \(|\ker^1(\mathbb{Q}, I_0)|\). Therefore, if \(n(\gamma_0; \gamma, \delta)\) is nonzero, we have

\[
n(\gamma_0; \gamma, \delta)T(\gamma_0; \gamma, \delta) = |\ker^1(\mathbb{Q}, I_0)||T(\gamma_0; \gamma, \delta).
\]

In fact (19.4) is valid even when \(n(\gamma_0; \gamma, \delta) = 0\. What we must check is that \(n(\gamma_0; \gamma, \delta) = 0\) implies \(T(\gamma_0; \gamma, \delta) = 0\. Suppose that \(T(\gamma_0; \gamma, \delta)\) is nonzero. Put \(c = (\gamma_0^*\gamma_0)^{-1} \in \mathbb{Q}^\times\). Since \(\gamma_0^*\) is elliptic in \(G(\mathbb{R})\), \(c\) is positive. Since \(T(\gamma_0; \gamma, \delta)\) is nonzero, so is \(TO_\delta(\phi_r)\) and from this it follows that the \(p\)-adic absolute value of \(\delta\delta^* \in L_\mathbb{Q}^\times\) is equal to that of \(p^{-1}\), which implies that \(c = p^\ell c_0\) for a \(p\)-adic unit \(c_0\). It follows from Lemma 18.1 that \(n(\gamma_0; \gamma, \delta)\) is nonzero: it is obvious that conditions (1) and (2) of that lemma hold, and since \(TO_\delta(\phi_r)\) is nonzero, condition (3) holds as well.

Now consider the factor \(|\ker^1(\mathbb{Q}, I_0)|\) appearing in (19.4). In both Cases A and C the map \(\ker^1(\mathbb{Q}, Z) \rightarrow \ker^1(\mathbb{Q}, G)\) is surjective (see §7), where \(Z\) denotes the center of \(G\). Therefore the map

\[
\ker^1(\mathbb{Q}, I_0) \rightarrow \ker^1(\mathbb{Q}, G)
\]

is surjective, and it follows easily from Lemmas 4.3.1 and 4.3.2 of [K2] that all the fibers of this map have the same cardinality. Therefore \(|\ker^1(\mathbb{Q}, I_0)|\) is the product of \(|\ker^1(\mathbb{Q}, G)|\) and

\[
|\ker[\ker^1(\mathbb{Q}, I_0) \rightarrow \ker^1(\mathbb{Q}, G)]|.
\]

As in §3 of [K5] we define \(c(\gamma_0; \gamma, \delta)\) to be the product of \(\text{vol}(I(\mathbb{Q})\backslash I(A_f))\) and

\[
|\ker[\ker^1(\mathbb{Q}, I_0) \rightarrow \ker^1(\mathbb{Q}, G)]|.
\]
Our final result is that \( T(j, f) \) is equal to

\[
(19.5) \quad |\ker^1(\mathbb{Q}, G)| \sum_{(\gamma_0; \gamma, \delta)} c(\gamma_0; \gamma, \delta)O_\gamma(f^p)TO_\delta(\phi_\tau)\tr\xi(\gamma_0),
\]

with \((\gamma_0; \gamma, \delta)\) running through all equivalence classes of triples satisfying the conditions of §2 of [K5] and having the property that \( \alpha(\gamma_0; \gamma, \delta) = 1 \). The functions \( f^p \) and \( \phi_\tau \) are the ones defined in §16.

In §8 we saw that \( S_{K^p} \) is the disjoint union of \(|\ker^1(\mathbb{Q}, G)|\) copies of the canonical model for the Shimura variety associated to the data \((G, h^{-1}, K^p)\). Therefore the analog of \( T(j, f) \) for a single copy of the canonical model is

\[
(19.6) \quad \sum_{(\gamma_0; \gamma, \delta)} c(\gamma_0; \gamma, \delta)O_\gamma(f^p)TO_\delta(\phi_\tau)\tr\xi(\gamma_0),
\]

which is the formula (3.1) of [K5], except for the following point. In [K5] it is claimed that (19.6) is the value of \( T(j, f) \) for the Shimura variety associated to \((G, h, K^p)\); however, we have just seen that it should be \((G, h^{-1}, K^p)\) rather than \((G, h, K^p)\). Of course this mistake also affects the conclusion of [K5]: the right conjecture is that the virtual representation of \( H_L \) and \( \Gal(\mathbb{Q}/E) \) described in §10 of that paper be equal to the virtual representation

\[
\bigoplus_{i=0}^{2 \dim S_K} (-1)^i IH^i(S_K, \mathcal{F}) \otimes L_i
\]

for the canonical model \( S_K \) for \((G, h^{-1}, K)\) (rather than \((G, h, K)\)).
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